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This course is designed to provide an introduction to the computational methods used to model the propagation of high-energy cosmic messengers, namely cosmic rays, gamma rays, and neutrinos. Students will learn about the physical processes that govern the propagation of these particles, as well as the techniques used to describe their transport in astrophysical environments. Topics will include the theory of astroparticle transport, the computational techniques commonly employed, and specific codes used by the community. Also discussed will be the limitations of model-building and the role of uncertainties in interpreting the results.
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## 1 Introduction

We are now at a unique moment to study the universe using all observational windows available. Lowenergy ( $E \lesssim 10^{15} \mathrm{eV}$ ) cosmic rays are being used to further constrain dark matter properties with experiments such as the Alpha Magnetic Spectrometer [1]. High- ( $10^{15} \mathrm{eV} \lesssim E \lesssim 10^{18} \mathrm{eV}$ ) and ultra-high-energy cosmic rays (UHECRs), with $E \gtrsim 10^{18} \mathrm{eV}$, have given us a glimpse into the mechanisms whereby particles are accelerated to energies well beyond the capabilities of particle accelerators such as the Large Hadron Collider, providing further insights into the most extreme processes in Nature [2]. The IceCube Neutrino Observatory has detected dozens of high-energy neutrinos unassociated to any known sources [3], and few in probable coincidence with astrophysical objects [4]. Imaging air Cherenkov telescopes such as MAGIC, H.E.S.S., and VERITAS have discovered hundreds of sources of very-high-energy gamma rays ( $E \gtrsim 1 \mathrm{TeV}$ ) both in the Galaxy and outside of it [5]. With the recent findings by LIGO we have witnessed the dawn of gravitational-wave astronomy [6].

To make sense of observations of this ecosystem of extreme cosmic accelerators shining bright through the lenses of various messengers, it is important to understand how they travel to Earth, which other particles they leave in their wake, and the countless obstacles they face during their journey. This is the purpose of the course on Computational Methods for Astroparticle Propagation - possibly the first of its kind.

This preliminary set of lecture notes I attempt to condense much of what has to be considered when modelling the transport of high-energy particles in the universe, namely cosmic rays (CRs), gamma rays, and neutrinos.

I present the relevant theoretical background in §2. Computational methods for treating the phenomena of interest considering this theoretical background are described in §3. In §4 a wellknown tool to model the propagation of high-energy astroparticles is described, the CRPropa code.

Throughout this text I try to stick with S.I. units ${ }^{1}$, since Gaussian units are an aesthetic abomination. I also attempt to perform calculations within the framework of special relativity (SR), as it is more generic, deriving the non-relativistic cases from these more generic results. For pedagogical reasons I also opt for "unnatural units", writing Planck's constant and speed of light explicitly everywhere.

## 2 The theory of particle propagation

Some particles do not propagate in a straightforward manner. In certain environments, they can be considerably influenced by external factors such as magnetic fields or interactions with other particles. These settings encompass intergalactic space, the vicinity of astrophysical objects, our own galaxy, and even Earth's atmosphere. The fundamental principles that describe these processes remain consistent, regardless of the specific environment in which they take place. This section provides a comprehensive overview of some of these principles, which are relevant for the propagation of high-energy astroparticles.

### 2.1 Basic concepts

To describe how particles propagate, one ought to bear in mind that this process is often stochastic in nature. Therefore, it is convenient to consider a collection of $N$ identical particles and perform a statistical treatment.


Figure 1: Illustration of an arbitrary volume with boundary $\partial S$. The area element is $\mathrm{d} \vec{S} \equiv \mathrm{~d} S \hat{n}$, where $\hat{n}$ is the unit vector normal to this element, and $\mathrm{d} V$ is the volume element.

Consider an arbitrary surface $S$ with boundary labelled $\partial S$, as shown in figure 1 . An infinitesimally small arbitrary volume element of $S$ is represented by dV . Similarly, the corresponding area element is $\mathrm{d} \vec{S}=\mathrm{d} S \hat{n}$, wherein $\hat{n}$ is the unit vector normal to this surface. In the following sections some notions building up on these geometrical considerations are discussed, in particular the concept of flux.

[^0]
### 2.1.1 Particle fluxes

The directional flux $(\phi)$ crossing the surface $S$ at direction $\hat{\varrho}$ is defined as the number of particles $(N)$ crossing the surface boundary $\partial S$, per unit time $(t)$, per unit solid angle $(\Omega)$ :

$$
\begin{equation*}
\phi(t, \hat{\varrho})=\frac{\mathrm{d}^{3} N}{\mathrm{~d} t \mathrm{~d} S \mathrm{~d} \Omega} \tag{1}
\end{equation*}
$$

Note that the direction $(\hat{\varrho})$ is directly related to the solid angle. In fact, the solid angle element ( $\mathrm{d} \Omega$ ) subtended by the surface element $\mathrm{d} S$ along the direction $\hat{\varrho}$ at a distance $r$ is defined as

$$
\begin{equation*}
\mathrm{d} \Omega=\mathrm{d} S(\hat{n} \cdot \hat{\varrho}) \frac{1}{r^{2}} \tag{2}
\end{equation*}
$$

The total flux $(\Phi)$, or simply flux, is the surface-integrated flux crossing a surface:

$$
\begin{equation*}
\Phi(t)=\iint_{S} \mathrm{~d} \Omega \phi(t, \hat{\varrho}) \tag{3}
\end{equation*}
$$

From eqs. 1 and 3 it is possible to defined the corresponding energy-dependent fluxes. The directional spectral flux $(\mathfrak{j})$ at an instant $t$ is

$$
\begin{equation*}
\mathfrak{j}(t, \hat{\varrho}, E)=\frac{\mathrm{d} \phi(t, \hat{\varrho})}{\mathrm{d} E}=\frac{\mathrm{d}^{4} N}{\mathrm{~d} t \mathrm{~d} S \mathrm{~d} \Omega \mathrm{~d} E} \tag{4}
\end{equation*}
$$

Similarly, the spectral flux $(j)$ crossing the surface $S$ can be written as

$$
\begin{equation*}
j(t, E)=\frac{\mathrm{d} \Phi(t)}{\mathrm{d} E} \tag{5}
\end{equation*}
$$

The number density of a distribution of particles is defined as

$$
\begin{equation*}
n(\vec{r})=\frac{\mathrm{d}^{3} N}{\mathrm{~d} \vec{r}}=\frac{\mathrm{d} N}{\mathrm{~d} V}=\frac{\mathrm{d} N}{\mathrm{~d} r \mathrm{~d} S} \tag{6}
\end{equation*}
$$

If the particles are moving with constant velocity $\vec{v}$, then this equation reduces to

$$
\begin{equation*}
n(t)=\frac{\mathrm{d}^{2} N}{v \mathrm{~d} t \mathrm{~d} S} \equiv \frac{1}{v} \Phi \tag{7}
\end{equation*}
$$

### 2.1.2 Cross sections

A generic process $a+b \rightarrow f$ characterises elastic scattering if the final state $(f)$ is composed by the same initial particles ( $a$ and $b$ ) and no other, which simply exchanged momentum among themselves. In inelastic scattering the particles $a$ and $b$ are not part of the final state $f$.

The total cross section $\left(\sigma_{\text {tot }}\right)$ is defined as the sum of the cross sections for elastic ( $\sigma_{\text {ela }}$ ) and inelastic scattering ( $\sigma_{\text {ine }}$ ):

$$
\begin{equation*}
\sigma_{\mathrm{tot}}=\sigma_{\mathrm{ela}}+\sigma_{\mathrm{ine}} \tag{8}
\end{equation*}
$$

Inelastic scattering lead, by definition, to the creation of secondary particles (c): $a+b \rightarrow c+\ldots$.. The inclusive cross section describes exactly this reaction, ignoring all other channels such as $a+b \rightarrow d+\ldots$, and so on. In contrast, exclusive cross sections include all possible by-products of the interaction: $a+b \rightarrow c+d+\ldots$.

Inheriting from the mathematical formalism commonly employed in accelerator physics, it is convenient to consider the laboratory frame. In this frame the notation $i+t \rightarrow f$ is simpler, wherein $i$ refers to the incident particles and $t$ denotes the target; $f$ still denotes an arbitrary final state, as before. Now the cross section for this process can be defined as [7]

$$
\begin{equation*}
\sigma_{i+j \rightarrow f}=\frac{1}{\Phi_{i}} \frac{\mathrm{~d} N_{f}}{\mathrm{~d} t}, \tag{9}
\end{equation*}
$$

where $\Phi_{i}$ is defined as in eq. 3. The final state can take various values for the momentum ( $\vec{p}_{f}$ ). This is captured by the differential cross section:

$$
\begin{equation*}
\frac{\mathrm{d}^{3} \sigma_{i+j \rightarrow f}}{\mathrm{~d}^{3} \vec{p}_{f}}=\frac{1}{\Phi_{i}} \frac{\mathrm{~d}^{4} N_{f}}{\mathrm{~d}^{3} \vec{p}_{f} \mathrm{~d} t} . \tag{10}
\end{equation*}
$$

Here the cross section is inclusive. The exclusive cross section for a process $i+t \rightarrow f_{1}+f_{2}+\ldots+f_{j}$, where $j$ denotes the number of secondaries, can be written by a generalisation of the equation above:

$$
\begin{equation*}
\frac{\mathrm{d}^{3} \sigma_{i+j \rightarrow f_{1}+\ldots+f_{j}}}{\mathrm{~d}^{3} \vec{p}_{f}}=\frac{1}{\Phi_{i}} \frac{\mathrm{~d}^{3 j+1} N_{f}}{\mathrm{~d}^{3} \vec{p}_{f_{1}} \ldots \mathrm{~d}^{3} \vec{p}_{f_{j}} \mathrm{~d} t} . \tag{11}
\end{equation*}
$$

### 2.2 Interaction lengths

Now the problem at hand consists in finding out what is the probability that a particle will interact after a given distance, considering the presence of targets that represent other particles. Classically, considering a collection of target particles at rest in the laboratory frame, this probability is related to the notion of cross section $(\sigma)$, which takes into account the amount of "free space" in a target that would allow for an incident particle to cross. Therefore, the classical notion is purely geometrical, similar to what was originally described by Ernest Rutherford in his well-known 1911 experiment [8].

The classical notion of cross section has to be abandoned when treating quantum scattering. Moreover, particles might not be all static, which makes the treatment more intricate. Henceforth I will employ this broader definition, despite the fact that I will present a seemingly "semi-classical" approach to formulate the problem and obtain a general solution.

The goal is to compute the interaction length $(\lambda)$ of a single particle with a target composed of multiple particles after moving a distance $r \equiv|\vec{r}|$ in the region where the targets are located, bounded by a surface $S$. Essentially, this process can be written as $i+t \rightarrow f$, where ' $i$ ' refers to the incident particles, ' $t$ ' denotes the target particles, and ' $f$ ' is a generic final state. The infinitesimal displacement vector $\mathrm{d} \vec{r}$ can be written as $\mathrm{d} \vec{r}=\vec{v} \mathrm{~d} t$. The directional unit vector $\hat{r}=\vec{r} /|\vec{r}|$ can be decomposed into two components, a radial ( $\hat{\varrho}$ ) and a directional $(\hat{\theta})$ one: $\hat{r} \equiv \hat{\varrho}+\hat{\theta}$. Under the assumption of spherical symmetry, this simplifies to $\mathrm{d} r=v \mathrm{~d} t$ and $\hat{r}=\hat{\varrho}$.

For simplicity, assume first that the incident particles are bundled together, all moving with the same constant velocity $(\vec{v})$, parallel to each other. This establishes a relationship between the distance travelled ( $r$ ) and time $(t): \vec{v}=\vec{r} / t$. Since the velocity is constant (by hypothesis), then $\mathrm{d} \vec{r}=\vec{v} \mathrm{~d} t$. The incident particle crosses the boundary $\partial S$ and travel an infinitesimally tiny distance $\mathrm{d} r \equiv \mathrm{~d}|\vec{r}|=v \mathrm{~d} t$ inside the volume defined by the surface $S$.

Consider the interaction between the incident and target particles: what is the fraction of incident particles that will undergo interactions with the target particles within this volume? To answer this question the notion of cross section $(\sigma)$ is once again needed. An interplay between the number
density of target particles $\left(n_{t}\right)$ and the characteristic length for interactions between the incident and target particles $(\lambda)$ defines the cross section: $\sigma=\left(n_{\mathrm{t}} \lambda\right)^{-1}$. Note that this expression does not provide the cross section for interactions between two particles. That comes from particle physics considerations. In reality, it would be more appropriate to write it as $\lambda=\left(n_{t} \sigma\right)^{-1}$, since the interaction length $(\lambda)$ is the quantity actually being calculated here.

For the generic process $i+t \rightarrow f$, the spectral flux of incident particles $\left(j_{\mathrm{i}}\right)$ will change by $\mathrm{d} j_{\mathrm{i}}$

$$
\begin{equation*}
\frac{\mathrm{d} j_{\mathrm{i}}(E)}{\mathrm{d} r}=-n_{\mathrm{t}} \sigma_{i+t \rightarrow f}\left(E_{\mathrm{i}}, E_{\mathrm{t}}\right) j_{\mathrm{i}}(E)=-\lambda\left(E_{i}, E_{f}\right) j_{\mathrm{i}}\left(E_{\mathrm{i}}\right)=\phi_{\mathrm{f}}\left(E_{\mathrm{f}}\right)=. \tag{12}
\end{equation*}
$$

Note the negative sign, which indicates that the incident flux is attenuated due to interactions with the target. This equation, however, is oversimplified. The target number density can be energydependent, and the cross section can be a function of both the incident and target energies and the geometry. This implies $n_{\mathrm{t}}=n_{\mathrm{t}}\left(E_{\mathrm{t}}\right)$ and $\sigma=\sigma\left(E_{\mathrm{t}}, E_{\mathrm{i}}, y\right)$, wherein $y$ denotes the fraction of the primary's energy retained after the scattering. This can be written as

$$
\begin{equation*}
\frac{\mathrm{d} \phi(E)}{\mathrm{d} r}=-\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{1} \mathrm{~d} E_{\mathrm{t}} \mathrm{~d} E_{\mathrm{i}} \mathrm{~d} y n\left(E_{\mathrm{i}}\right) \sigma\left(E_{\mathrm{t}}, E_{\mathrm{i}}, y\right) \phi\left(E_{\mathrm{i}}\right) . \tag{13}
\end{equation*}
$$

Derive mfp. See gaisser

### 2.3 Targets for interactions

### 2.3.1 Cosmological radiation fields

The universe is permeated with radiation covering a wide frequency range of the electromagnetic spectrum. This radiation may be the integrated diffuse signal resulting from structure formation processes, like the extragalactic background light (EBL) and the cosmic radio background (CRB), or a relic of some primeval process, as the cosmic microwave background (CMB). These three backgrounds are the most important ones when it comes to modelling the propagation of astroparticles over cosmological distances.

A general overview of the energy density of the different backgrounds is shown in figure 2. Note that, while this figure refers to redshift $z=0$, these models can differ considerably at higher redshifts. add another figure for EBL models at different redshifts?

There are other radiation fields that may impact particle propagation. For instance, in the Milky Way the interstellar radiation field (ISRF) plays an important role for the propagation of Galactic cosmic rays (GCRs) and very energetic photons. add figure and citations

### 2.3.1.1 Cosmic microwave background (CMB)

The CMB is the most well-understood among the extragalactic diffuse radiation backgrounds. It is a black body of temperature $T_{\text {cmb }}$ with energy density

$$
\begin{equation*}
\frac{\mathrm{d} n(\varepsilon)}{\mathrm{d} \varepsilon}=\frac{\varepsilon^{2}}{\pi^{2} c^{3} \hbar^{2}} \frac{(1+z)^{2}}{\exp \left(\frac{\varepsilon}{k_{B} T_{\mathrm{cmb}}}\right)-1} \tag{14}
\end{equation*}
$$



Figure 2: Number density of photons at $z=0$ for different backgrounds: CMB (dotted), EBL (solid), and CRB (dashed lines). Different colours indicate the different models for the backgrounds, namely: Protheroe \& Biermann [9], Nițu et al. [10], Fixsen et al. [11], Gilmore et al. [12], Domínguez et al. [13], Finke et al. [14], Franceschini et al. [15], and the upper- (UL) and lower-limit (LL) models by Stecker et al. [16]. Figure taken from Ref. [17].
where $\varepsilon$ is the photon energy, $k_{B}$ is Boltzmann's constant, and $T_{\mathrm{cmb}}$ the CMB temperature. The temperature evolves with redshift $(z)$ as

$$
\begin{equation*}
T_{\mathrm{cmb}}(z)=T_{\mathrm{cmb}}(0)(1+z), \tag{15}
\end{equation*}
$$

where $T_{\mathrm{cmb}}(0) \approx 2.73 \mathrm{~K}[18]$. The density of CMB photons today is $\simeq 4 \times 10^{8} \mathrm{~m}^{-3}$.

### 2.3.1.2 Extragalactic background light (EBL)

The EBL encompasses electromagnetic radiation ranging from infrared to ultraviolet. Unlike the CMB, which evolved virtually undisturbed since the matter-radiation decoupling in the early Universe, the EBL is affected by several processes, in particular, energy released during structure formation. In fact, it is fair to view it as a calorimeter of sorts, since it results from the energy released into the IGM throughout cosmic history, especially at early times, with absorption by dust and subsequent re-emission at longer wavelengths [19-21].

Given its importance for understanding structure formation [20], as well as for gamma-ray [22, 23] and UHECR propagation [24, 25], new EBL models are constantly being developed [12-16, 26-29].

At optical wavelengths, the diffuse background is poorly known due to intrinsic difficulties in removing foregrounds such as Galactic emission and zodiacal light (see, e.g., [30, 31] for in-depth discussions). There are some measurements of the optical background [32, 33], but the most reliable results were delivered by probes in the outer Solar System [34-36]. The integrated contribution of
the light emitted by galaxies and stars, as well as by extragalactic gas, respond for a significant fraction of this flux. Nevertheless, a part of it remains unexplained [37, 38].

Some EBL models encompass part of the ultraviolet region of the electromagnetic spectrum, which is at the threshold of what is physically relevant for understanding how astroparticles propagate. This emission can be attributed in part to dust-scattered light emitted by hot objects (for reviews, see refs. [38, 39]). However, this mechanism does not respond for all of the measured ultraviolet background, and the debate is ongoing [40-44].

### 2.3.1.3 Cosmic radio background (CRB)

The CRB is an important ingredient to model the propagation of ultra-high energy (UHE) particles, despite being often overlooked. For reviews, the reader is referred to, e.g., refs. [30, 39, 45]. It is mostly dominated by radio emission from normal, radio, and starburst galaxies [30, 39]. Observations by ARCADE2 [11] revealed an unexpected excess in this background, at frequencies between 22 MHz and 10 GHz , which does not fit the previous picture. A number of interpretations for this anomaly were suggested [46-50] (but see [51,52]). CRB models commonly used to study the propagation of UHE particles include the one by Protheroe \& Biermann [9], recently updated by Nițu et al. [10].

### 2.3.1.4 Interstellar radiation field

add description

### 2.3.2 Gas distributions

To do. Mention clusters, galaxy, etc

### 2.4 Magnetic fields

Magnetic fields are an essential ingredient to make sense of astrophysical observations of high-energy particles, especially in the multimessenger context. For this reason, this section provides a somewhat detailed description of them.

The properties of cosmic magnetic fields across the universe can be very different depending on where they are located. Nevertheless, the fact is that they are truly ubiquitous, being present everywhere. They can also be regular or stochastic in different environments. While the former is easier to be grasped intuitively, the later requires some mathematical formalism, introduced in $\S 2.4 .1$. Sections $\S 2.4 .2$ and $\S 2.4 .3$ briefly describes the properties of these fields at intergalactic and Galactic scales, respectively. The detailed description of the motion of charged particles in magnetic fields is provided in §2.4.4.

### 2.4.1 Characterisation of stochastic magnetic fields

Stochastic magnetic fields are characterised by the associated probability distribution functions of a field $\vec{B}$. They can be described by means of statistical averages of the relevant observables. They are often modelled as a zero-mean Gaussian random field, which are the considered hereafter.

The average strength $(\vec{B}=|\vec{B}|)$ of an stochastic magnetic field is $\langle | \vec{B}\rangle=0$. This is a reasonable approximation considering the cosmological principle, which posits that the Universe is homogeneous and isotropic at very large scales. As a consequence, all individual components of the magnetic
field would average to zero $\left(\left\langle B_{x}\right\rangle=\left\langle B_{y}\right\rangle=\left\langle B_{z}\right\rangle=0\right)$, under the typical assumption that they are normally distributed - a reasonable first-order approximation.

When one refers to the strength of stochastic magnetic fields, often what is meant is not the average field within a given volume $V$, but its root mean square (RMS) value ${ }^{2}$ :

$$
\begin{equation*}
B^{2} \equiv B_{\mathrm{rms}}^{2}=\frac{1}{V} \int_{V} \mathrm{~d}^{3} \vec{r} \vec{B}(\vec{r}) \cdot \vec{B}(\vec{r}) \tag{16}
\end{equation*}
$$

Magnetic-field lines can have non-trivial topologies, whose information is encoded in a quantity called magnetic helicity $\left(H_{B}\right)$, defined as:

$$
\begin{equation*}
H_{B}=\int_{V} \mathrm{~d}^{3} \vec{r} \vec{B}(\vec{r}) \cdot \vec{A}(\vec{r}), \tag{17}
\end{equation*}
$$

with $\vec{A}$ denoting the magnetic vector potential, whose curl equates the magnetic field $(\vec{B}=\vec{\nabla} \times \vec{A})$. This quantity is important in cosmology because it relates to many processes taking place in the early Universe like baryogenesis and leptogenesis [53], in addition to playing a role in the evolution of the magnetic field itself and consequently in the formation of structures [54].

Stochastic magnetic fields are described by their Fourier representation:

$$
\begin{equation*}
\tilde{\tilde{B}}(\vec{k})=\frac{1}{(2 \pi)^{3 / 2}} \int_{V} \mathrm{~d} \vec{r} \vec{B}(\vec{r}) e^{-i \vec{k} \cdot \vec{r}} \tag{18}
\end{equation*}
$$

with $\vec{k}$ representing the wave vector. This choice of representation is useful because it enables a simplified description of the correlation between any two modes $\vec{k}$ and $\vec{k}^{\prime}$. For instance, for two spatial coordinates $a$ and $b$, the ensemble average of the magnetic field is

$$
\begin{equation*}
\left\langle\tilde{B}_{a}(\vec{k}) \tilde{B}_{b}\left(\vec{k}^{\prime}\right)\right\rangle=(2 \pi)^{3} \delta^{(3)}\left(\vec{k}-\vec{k}^{\prime}\right) \mathcal{P}_{a b}\left(\vec{k}^{\prime}\right) . \tag{19}
\end{equation*}
$$

For a homogeneous and isotropic magnetic field, $\mathcal{P}_{a b}$ is given by

$$
\begin{equation*}
\mathcal{P}_{a b}(\vec{k})=\frac{\mathcal{P}_{0}}{k^{2}}\left[\left(\delta_{a b}-\frac{k_{a} k_{b}}{k^{2}}\right) M(\vec{k})+\frac{i}{c_{H}} \epsilon_{a b c} k_{c} \mathcal{H}(\vec{k})\right], \tag{20}
\end{equation*}
$$

where $\epsilon_{a b c}$ is the Levi-Civita symbol, $\delta_{a b}$ is the Kronecker delta, $\mathcal{P}_{0}$ is a normalisation constant, $\mathcal{H}(\vec{k})$ is the spectral density of magnetic helicity, $c_{H}$ is a constant, and $k \equiv|\vec{k}|$ is the absolute value of the wave vector. The spectral magnetic energy $(M(\vec{k}))$ is linked to $\mathcal{H}(\vec{k})$ via the relation

$$
\begin{equation*}
|\mathcal{H}| \leq\left|c_{H}\right| M / k . \tag{21}
\end{equation*}
$$

The spectral magnetic energy is assumed to follow a power law of the form

$$
\begin{equation*}
M(\vec{k}) \propto|\vec{k}|^{\alpha_{B}-1} \propto k^{2}|\tilde{B}(\vec{k})| \tag{22}
\end{equation*}
$$

where $\alpha_{B}$ is the spectral index of the magnetic field. At present time, for large values of $k$, i.e., for small scales, cosmological magnetic fields are thought to be of Kolmogorov-type ( $\alpha_{B}=-2 / 3$ ) [55,

[^1]56] or Iroshnikov-Kraichnan-type $\left(\alpha_{B}=-1 / 2\right)$ [57, 58]. At larger scales, $\alpha_{B}=5$ (Batchelor spectrum) is expected. Moreover, if magnetic fields originated during inflation, its spectrum would most likely be scale-invariant $\left(\alpha_{B}=0\right)$ [59-62].

The last relevant statistical observable is the correlation length or coherence length $\left(L_{B}\right)$, which relates to the dominant scale of the magnetic field, i.e., the average size of the eddies. It can be written as [17]

$$
\begin{equation*}
L_{B}=2 \pi \frac{\int \mathrm{~d} k k^{-1} M(\vec{k})}{\int \mathrm{d} k M(\vec{k})} . \tag{23}
\end{equation*}
$$

Several other definitions can be found in the literature [63, 64].
A magnetic turbulence description frequently found is the cascade model (e.g. [55, 57, 58]), wherein magnetic energy is injected at large scales (the so-called energy range) and subsequently transferred to smaller scales (the inertial range), below which the turbulent energy tends to dissipate.

Turbulent stochastic magnetic fields tend to follow power laws of the form of eq. 22. This is supported by observations of interplanetary and interstellar magnetic fields [65-67]. In practice, eq. 22 does not cover an infinitude of $k$ 's, being restricted to values of larger than a given cut-off wave number (i.e., $k \geq k_{0}$ ) and vanishing outside this range.

### 2.4.2 Intergalactic magnetic fields

All charged particles coming from astrophysical objects outside the Milky Way can have their trajectories influenced by intergalactic magnetic fields (IGMFs). Our current knowledge of IGMFs is poor. This limitation is partly attributed to the gap in understanding their origin and evolution (for comprehensive reviews, see [68, 69]).

IGMFs are believed to permeate the universe at large scales. Inside galaxy clusters, they can attain intensities of about $\sim 10^{-10} \mathrm{~T}$ in central regions [70, 71]. In the large-scale filaments connected by cluster, their strength lies between $\sim 10^{-12}$ and $10^{-11} \mathrm{~T}[72,73]$. The scenario within cosmic voids remains less clear. Within these regions' inner parts, IGMFs might not exist at all if their origins were tied to localized astrophysical processes. Nonetheless, gamma-ray observations impose lower limits on integrated IGMFs along the line of sight, predominantly influenced by voids, indicating values of $B \gtrsim 10^{-21}-10^{-19} \mathrm{~T}[74-80]$.

Uncertainties related to IGMFs in cosmic voids are even more relevant when considering that these voids constitute a substantial portion of the universe's volume, ranging from about $20 \%$ to $80 \%$. The remainder of the volume is filled by galaxy clusters and filaments, with the clusters accounting for merely $\lesssim 10^{-3}[72,81]$. This discrepancy emphasises that charged particles journeying cosmological distance are likely to be influenced by the fields prevailing in voids.

The typical size of the magnetic domain, this is, the coherence length $\left(L_{B}\right)$, remains even more uncertain. If they are very large, this might not be an issue, but given the vast parameter space, there is no reason to believe this might be the case. In the context of filaments and galaxy clusters, these fields tend to be of the order of these structures. However, within voids, their range spans a diverse spectrum, varying from a fraction of a parsec to dimensions encompassing the observable universe $[17,69]$. Current constraints on the coherence scale are weak, but there is some support for $10 \mathrm{kpc} \lesssim L_{B} \lesssim 100 \mathrm{Mpc}$ [80].

The helicity of IGMFs have also been suggested to affect the propagation of charged particles in magnetic fields [64, 82, 83], which could have profound implications for understanding early-universe cosmology.


Figure 3: Comparison of the cumulative volume filling factors according to various studies [84-86, 89]. Figure taken from ref. [2].

Investigations of the motion of charged particles in the magnetised cosmic web primarily hinge on cosmological N -body simulations. In these simulations, a designated volume evolves from its inception to the current state through magnetohydrodynamics (MHD). Nevertheless, there exists disparities among different simulations (e.g. [84-88]), in particular in their filling factors, which describe the fraction of the universe's volume with fields stronger than a given value of reference. A compilation of some of these models is shown in fig. 3.

### 2.4.3 Galactic magnetic fields

The study of the Galactic magnetic field (GMF) is remarkably challenging (see, e.g., ref. [90, 91] for a review). Drawing from the available observational data, an array of GMFs has emerged, each capable of fitting specific datasets. Nevertheless, inherent degeneracies among these models persist [91-93].

Within the disc, the Galaxy's field is believed to be an axisymmetric spiral with strength $\sim$ $0.6 \mathrm{nT}[90,91]$. The pitch angle of this spiral is, however, uncertain [93, 94]. Driving the total field strength, the turbulent component exhibits considerable variability. Its coherence length spans from scales as small as parsecs up to $\sim 1 \mathrm{kpc}$ [95]. Interestingly, the coherent component of the field reverses several times at scales larger than this, in the middle of the Galactic plane [96].

Several models for the GMF exist. While the earlier ones were analytical, only in the last two decades has it been possible to build all-encompassing models based on a variety of observational tracers, such as the widely-used Jansson \& Farrar [97, 98]. With the growing body of observations, this model is being revisited and will likely be improved in the near future [92, 93].

### 2.4.4 Propagation of charged particles

The momentum ( $\vec{p}$ ) of a charged particle of charge $q$ and mass $m$ propagating with velocity $\vec{v}=\vec{p} / \gamma m$ in a magnetised media can change according to the Lorentz force $\left(\vec{F}_{B}\right)$, given by

$$
\begin{equation*}
\vec{F}_{B}(\vec{r}, t)=\frac{\mathrm{d} \vec{p}(\vec{r}, t)}{\mathrm{d} t}=m \frac{\mathrm{~d} \vec{v}(t)}{\mathrm{d} t}=q(\vec{E}(\vec{r}, t)+\vec{v}(t) \times \vec{B}(\vec{r}, t)) \tag{24}
\end{equation*}
$$

where $\vec{r}$ is the position of the particle, $t$ the time in some convenient coordinate system, and $\gamma$ represents the Lorentz factor of the particle. Here $\vec{E}$ and $\vec{B}$ denote, respectively, the electric and magnetic fields of the medium. In many astrophysical applications $|\vec{E}| \approx 0^{3}$.

Eq. 24 can be written in terms of the velocity, instead of the momentum, resulting in

$$
\begin{equation*}
\frac{\mathrm{d} \vec{v}(t)}{\mathrm{d} t}=\frac{q}{\gamma m} \vec{v}(t) \times \vec{B}(\vec{r}, t) \tag{25}
\end{equation*}
$$

Together with

$$
\begin{equation*}
\vec{v}=\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t} \tag{26}
\end{equation*}
$$

eq. 25 constitute a set of differential equations whose solution fully describes the motion of the particle under the influence of the magnetic field $(\vec{B})$.

### 2.4.4.1 A homogenous magnetic field

To solve the equations of motion of a charged particle in a magnetic field, consider first the case of a homogeneous magnetic field: $\vec{B}(\vec{r}, t)=\vec{B}$. Without loss of generality, a coordinate system can be chosen oriented along the $z$ axis: $\vec{B}=B \hat{z}$. In this case, the velocity component of $\vec{v}$ parallel to $\hat{z}$ is completely arbitrary and irrelevant for propagation because of the vector product $\vec{v} \times \vec{B}$. This reduces the complexity of the problem by making the treatment of one of the dimensions trivial. The solution to the equations of motion can be obtained by solving a system of two differential equations of first order in the velocity:

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} v_{x}}{\mathrm{~d} t}=\frac{q}{m \gamma} B v_{y} \equiv \omega v_{y}  \tag{27}\\
\frac{\mathrm{~d} v_{y}}{\mathrm{~d} t}=-\frac{q}{m \gamma} B v_{x} \equiv-\omega v_{x} \\
\frac{\mathrm{~d} v_{z}}{\mathrm{~d} t}=0
\end{array}\right.
$$

To simplify the notation, the gyrofrequency:

$$
\begin{equation*}
\omega \equiv \frac{|q| B}{m \gamma} \tag{28}
\end{equation*}
$$

is defined. In addition, the parallel and the perpedincular components of the velocity with respect to the magnetic field are introduced: $\vec{v}_{\|}(t) \equiv v_{z}(t) \hat{z}$ and $\vec{v}_{\perp}(t) \equiv v_{x}(t) \hat{x}+v_{y}(t) \hat{y}$.

In general, $\vec{v}(t)=\vec{v}_{\|}(t)+\vec{v}_{\perp}(t)$, but in this particular case these quantities are all constant $\left(\left|\vec{v}_{\|}+\vec{v}_{\perp}\right|=|\vec{v}|=\right.$ constant $)$. A useful concept that can be introduced at this stage is the pitch angle, $\phi_{p}$, which links the parallel and perpendicular components of the velocity as follows:

$$
\begin{equation*}
\tan \phi_{p}(t)=\frac{v_{\perp}(t)}{v_{\|}(t)} \tag{29}
\end{equation*}
$$

For the simple homogeneous magnetic field considered here, the pitch angle is constant. This follows from the fact that $\frac{d v_{\|}}{d t}=0$, which implies $\frac{d v_{\perp}}{d t}=0$.

[^2]The solution to the system of differential equations is immediate:

$$
\begin{align*}
& v_{x}(t)=v_{\perp} \cos (\varphi-\omega t)  \tag{30}\\
& v_{y}(t)=v_{\perp} \sin (\varphi-\omega t)  \tag{31}\\
& v_{z}(t)=v_{\|} \tag{32}
\end{align*}
$$

where $\varphi$ is a phase factor. To obtain the time-dependence of the coordinates, these equations should be integrated, yielding

$$
\begin{align*}
& x(t)=x(0)+\frac{v_{\perp}}{\omega} \sin \varphi-\frac{v_{\perp}}{\omega} \sin (\varphi-\omega t)  \tag{33}\\
& y(t)=y(0)-\frac{v_{\perp}}{\omega} \cos \varphi+\frac{v_{\perp}}{\omega} \cos (\varphi-\omega t)  \tag{34}\\
& z(t)=z(0)+v_{\|} t \tag{35}
\end{align*}
$$

An example of how these results affect the trajectories of charged particles can be seen in figure 4.


Figure 4: An example of the trajectory described by a particle in 3D. The parameters are arbitrary, except for the velocities. The different velocities are instructive to illustrate how the different combinations of perpendicular and parallel components affect the results.

Note that $v_{x}^{2}(t)+v_{y}^{2}(t)=$ constant, which is a circular motion in the $x y$ plane around the point

$$
\begin{equation*}
\left(x_{\text {centre }}, y_{\text {centre }}\right)=\left(x(0)+\frac{v_{\perp}}{\omega} \sin \phi, y(0)-\frac{v_{\perp}}{\omega} \cos \phi\right) . \tag{36}
\end{equation*}
$$

It is possible to identify a characteristic quantity with dimensions of length related to the gyrofrequency. This is the Larmor radius (or gyroradius), given by

$$
\begin{equation*}
R_{L}=\frac{v_{\perp}}{\omega}=\frac{\gamma m v_{\perp}}{|q| B} . \tag{37}
\end{equation*}
$$

In the ultrarelativistic limit, assuming small pitch angles $\left(\tan \phi_{p} \approx 0\right)$ such that $v_{\|} \gg \perp$ (see eq. 29),
$v_{\|} \approx c$. In this case, the usual relativistic dispersion relation becomes

$$
\begin{equation*}
E^{2}=(p c)^{2}+\left(m c^{2}\right)^{2}=c^{2}\left(p_{\perp}+p_{\|}\right)^{2}+\left(m c^{2}\right)^{2} \approx p_{\|}^{2} c^{2} . \tag{38}
\end{equation*}
$$

Therefore, the definition of the Larmor radius (eq. 37) can be rewritten in a more convenient form in terms of the energy $E=\gamma m c^{2}$ of the particle:

$$
\begin{equation*}
R_{L}=\frac{E}{|q| c B} . \tag{39}
\end{equation*}
$$

### 2.4.4.2 A homogenous magnetic field with a perturbation

Suppose a perturbation $(\delta \vec{B})$ is added to the simple magnetic field from §2.4.4.1, now denoted $\vec{B}_{0}$ (with $B_{0} \equiv\left|\vec{B}_{0}\right|$ ), which can be in an arbitrary direction. The total field now reads $\vec{B}=\vec{B}_{0}+\delta \vec{B}=$ $B_{0} \hat{z}+\delta \vec{B}$. This can now be plugged into the equation of motion (eq. 25):

$$
\begin{equation*}
\frac{\mathrm{d} \vec{v}}{\mathrm{~d} t}=\frac{q}{m \gamma} \vec{v} \times \vec{B}=\frac{q}{\gamma m} \vec{v} \times \vec{B}_{0}+\frac{q}{\gamma m} \vec{v} \times \delta \vec{B} . \tag{40}
\end{equation*}
$$

The solution for first term on the right-hand side of the last equality is known (eqs. 35 and 32).
To obtain the full solution, one must first write down the system of differential equations:

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} v_{x}}{\mathrm{~d} t}=\omega_{0}\left(v_{y} \frac{\delta B_{z}}{B_{0}}-v_{z} \frac{\delta B_{y}}{B_{0}}\right)+\omega_{0} v_{y},  \tag{41}\\
\frac{\mathrm{~d} v_{y}}{\mathrm{~d} t}=\omega_{0}\left(v_{z} \frac{\delta B_{x}}{B_{0}}-v_{x} \frac{\delta B_{z}}{B_{0}}\right)-\omega_{0} v_{x}, \\
\frac{\mathrm{~d} v_{z}}{\mathrm{~d} t}=\omega_{0}\left(v_{x} \frac{\delta B_{y}}{B_{0}}-v_{y} \frac{\delta B_{x}}{B_{0}}\right),
\end{array}\right.
$$

where $\omega_{0}$ is what was formerly $\omega$, this is, the gyrofrequency corresponding to the unperturbed magnetic field (eq. 28). Note that each $i$-th component of the perturbations are assumed to vary slowly with time, such that $\frac{\mathrm{d} \delta B_{i}}{\mathrm{dt}} \sim 0$.

The differential equation 41 can be solved using variation of parameters. For simplicity, let $a_{i}(t)$ be the terms within parentheses times $\omega_{0}$. The ansatz is the following:

$$
\begin{align*}
& v_{x}(t)=g_{1}(t) \cos \omega_{0} t+g_{2}(t) \sin \omega_{0} t,  \tag{42}\\
& v_{y}(t)=g_{2}(t) \cos \omega_{0} t-g_{1}(t) \sin \omega_{0} t, \tag{43}
\end{align*}
$$

where $g_{1}(t)$ and $g_{2}(t)$ are two functions to be determined. By inspection, it is possible to show that

$$
\begin{align*}
& g_{1}(t)=\int_{0}^{t} \mathrm{~d} t^{\prime}\left[a_{y}\left(t^{\prime}\right) \cos \omega_{0} t^{\prime}-a_{x}\left(t^{\prime}\right) \sin \omega_{0} t^{\prime}\right],  \tag{44}\\
& g_{2}(t)=\int_{0}^{t} \mathrm{~d} t^{\prime}\left[a_{y}\left(t^{\prime}\right) \sin \omega_{0} t^{\prime}+a_{x}\left(t^{\prime}\right) \cos \omega_{0} t^{\prime}\right] . \tag{45}
\end{align*}
$$

After some tedious integrations (by parts), the velocities are obtained [99]:

$$
\begin{array}{r}
\begin{aligned}
v_{x}(t)=v_{x}(0) \cos \omega_{0} t+v_{y}(0) \sin \omega_{0} t & +\cos \omega_{0} t \\
\int_{0}^{t} \mathrm{~d} t^{\prime} & {\left[a_{y}\left(t^{\prime}\right) \cos \omega_{0} t^{\prime}-a_{x}\left(t^{\prime}\right) \sin \omega_{0} t^{\prime}\right] } \\
& +\sin \omega_{0} t \int_{0}^{t} \mathrm{~d} t^{\prime}\left[a_{y}\left(t^{\prime}\right) \sin \omega_{0} t^{\prime}+a_{x}\left(t^{\prime}\right) \cos \omega_{0} t^{\prime}\right]
\end{aligned} \\
v_{y}(t)=v_{y}(0) \cos \omega_{0} t-v_{x}(0) \sin \omega_{0} t+\cos \omega_{0} t \int_{0}^{t} \mathrm{~d} t^{\prime}\left[a_{y}\left(t^{\prime}\right) \sin \omega_{0} t^{\prime}+a_{x}\left(t^{\prime}\right) \cos \omega_{0} t^{\prime}\right] \\
 \tag{47}\\
-\sin \omega_{0} t \int_{0}^{t} \mathrm{~d} t^{\prime}\left[a_{y}\left(t^{\prime}\right) \cos \omega_{0} t^{\prime}-a_{x}\left(t^{\prime}\right) \sin \omega_{0} t^{\prime}\right]
\end{array}
$$

The guiding centre follows the magnetic-field lines. The motion is a superposition of two components, one that rotates in the $x y$ plane, and another that moves stochastically as determined by the perturbing field. For this reason, this is known as perpendicular scattering. A better understanding of this motion can be grasped by considering an arbitrary instant in time and integrating the velocities over one period:

$$
\begin{equation*}
u_{i}(t)=\frac{1}{T} \int_{t}^{t+T} \mathrm{~d} t^{\prime} v_{i}\left(t^{\prime}\right) \tag{48}
\end{equation*}
$$

where $T=2 \pi / \omega_{0}$ is the period of the particle. It follows then that

$$
\begin{align*}
& u_{x}(t) \approx \frac{1}{\omega_{0}} a_{x}(t)=v_{z} \frac{\delta B_{x}}{B_{0}}-v_{x} \frac{\delta B_{z}}{B_{0}},  \tag{49}\\
& u_{y}(t) \approx \frac{-1}{\omega_{0}} a_{y}(t)=v_{z} \frac{\delta B_{y}}{B_{0}}-v_{y} \frac{\delta B_{z}}{B_{0}},  \tag{50}\\
& u_{z}(t) \equiv v_{z}(t) . \tag{51}
\end{align*}
$$

Intermediate steps for this calculation are provided in ref. [99] ${ }^{4}$.
It is important to once again bring to the reader's attention the motivation for the description of a stochastic magnetic field in $\S 2.4 .1$. The perturbation $\delta \vec{B}$ can be seen as the introduction of an additional turbulent field on top of an already-existing homogeneous one. This is essential for modelling how particles propagate in magnetic fields, since this exact treatment could be applied to determine particles' trajectories within individual magnetic domains with a regular (homogeneous) component and a turbulent (perturbation) component on top of it.

From here, it is only possible to obtain the position vector $\vec{r}(t)$ knowing properties of the perturbation $(\delta \vec{B}(\vec{r}, t)$ ), or statistically, for a collection of particles, as done in $\S 2.4 .4$.3.

### 2.4.4.3 Ensemble propagation

Sections $\S 2.4$.4.1 covered the motion of a single charged particle in a homogeneous magnetic field. In §2.4.4.2 a perturbation was added to the magnetic field and a set of equations (eq. 41) was obtained. However, it was not directly solved because $\delta \vec{B}$ may be a function of position ( $\vec{r}$ ) and

[^3]time $(t)$. Here the essential concepts of $\S 2.4 .1$ are adopted. They serve as bases for the subsequent discussions. In particular, the relationship between the mean squared displacements $\left(\left\langle\Delta x^{2}\right\rangle,\left\langle\Delta y^{2}\right\rangle\right.$, and $\left\langle\Delta z^{2}\right\rangle$ ) and time through the diffusion coefficient will be used henceforth.

At this stage, a new concept comes in handy: the running diffusion coefficient, defined as:

$$
\begin{equation*}
d_{x x}(t)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\langle(\Delta x(t))^{2}\right\rangle . \tag{52}
\end{equation*}
$$

Here the coordinate ' x ' is simply a placeholder for all cartesian coordinates, with $\Delta x \equiv x(t)-x(0)$.
Taking the limit of infinite time, the diffusion coefficiente $\kappa_{x x}$ - which is a constant - corresponding to the running diffusion coefficient $\left(d_{x x}\right)$ is obtained:

$$
\begin{equation*}
\kappa_{x x}=\lim _{t \rightarrow \infty} d_{x x} \tag{53}
\end{equation*}
$$

Nevertheless, it should be noted that this quantity is only mathematically defined, as in reality time cannot be infinitely large. It suffices to employ $d_{x x}$ to describe the system whenever $t \gg t_{d}$, i.e., when diffusive behaviour was reached after a time scale $t_{d}$.

These considerations show the importance of an statistical treatment of the relevant quantities, in particular the spatial coordinates. A useful mathematical toolkit to assist with these calculations is the Taylor-Green-Kubo (TGK) formalism.

When investigating the flow of Lagrangian particles, Taylor [100] came up with a simple and elegant way to describe statistical of a particle's displacement by using the velocity or, more specifically, the autocorrelation function thereof. Taylor's idea has been later revisited by Green [101] and Kubo [102] in the context of statistical mechanics. The Taylor-Green-Kubo (TGK) approach, as it became later known, is extremely useful to calculated diffusion coefficients to model the transport of an ensemble of particles in a given medium.

Eq. 51 imply that the charged particles will displace perpendicularly to the direction of the homogeneous field. The RMS of its displacement is given by

$$
\begin{equation*}
\left\langle(\Delta x(t))^{2}\right\rangle=\left\langle\left(\int_{0}^{t} \mathrm{~d} t^{\prime} v_{x}\left(t^{\prime}\right)\right)^{2}\right\rangle \tag{54}
\end{equation*}
$$

which can be opened up as follows:

$$
\begin{equation*}
\left\langle(\Delta x(t))^{2}\right\rangle=\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{0}^{t} \mathrm{~d} t^{\prime \prime}\left\langle v_{x}\left(t^{\prime}\right) v_{x}\left(t^{\prime \prime}\right)\right\rangle \tag{55}
\end{equation*}
$$

Note that the interval $[0, t]$ can be split into $\left[0, t^{\prime}\right]$ and $\left[t^{\prime}, t\right]$, such that

$$
\begin{equation*}
\left\langle(\Delta x(t))^{2}\right\rangle=\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{0}^{t^{\prime}} \mathrm{d} t^{\prime \prime}\left\langle v_{x}\left(t^{\prime}\right) v_{x}\left(t^{\prime \prime}\right)\right\rangle+\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{t^{\prime}}^{t} \mathrm{~d} t^{\prime \prime}\left\langle v_{x}\left(t^{\prime}\right) v_{x}\left(t^{\prime \prime}\right)\right\rangle \tag{56}
\end{equation*}
$$

It is reasonable to assume homogeneity for most cases, such that $\left\langle v_{x}\left(t^{\prime}\right) v_{x}\left(t^{\prime \prime}\right)\right\rangle=\left\langle v_{x}\left(t^{\prime}-t^{\prime \prime}\right) v_{x}(0)\right\rangle$ in the first integral, and $\left\langle v_{x}\left(t^{\prime \prime}-t^{\prime}\right) v_{x}(0)\right\rangle$ in the second one. Therefore, it follows immediately from
eq. 56 that

$$
\begin{equation*}
\left\langle(\Delta x(t))^{2}\right\rangle=2 \int_{0}^{t} \mathrm{~d} t^{\prime}\left(t-t^{\prime}\right)\left\langle v_{x}\left(t^{\prime}\right) v_{x}(0)\right\rangle \tag{57}
\end{equation*}
$$

For more details on this derivation, see section 1.3.2 of ref. [99] .
Note that process similar to that used to derive eq. 57 can also be employed to obtain other displacement correlators $(\langle\Delta x(t) \Delta z(t)\rangle,\langle\Delta z(t) \Delta z(t)\rangle$, etc), which might be required in more complex situations.

The running diffusion coefficient $\left(d_{x x}(t)\right)$ can be obtained from eq. 57 by applying eq. 52, resulting in:

$$
\begin{equation*}
d_{x x}(t)=\int_{0}^{t} \mathrm{~d} t^{\prime}\left\langle v_{x}\left(t^{\prime}\right) v_{x}(0)\right\rangle \tag{58}
\end{equation*}
$$

which for fully diffusive propagation implies $d_{x x}(t \rightarrow \infty)=\kappa_{x x}=$ constant. This leads to Kubo's equation:

$$
\begin{equation*}
\kappa_{x x}=\int_{0}^{\infty} \mathrm{d} t^{\prime}\left\langle v_{x}\left(t^{\prime}\right) v_{x}(0)\right\rangle \tag{59}
\end{equation*}
$$

Considering the other coordinates ( $y$, and $z$ ), and the symmetry of the problem at hand - recall that this is fully motivated by the turbulent magnetic field case of $\S 2.4 .4 .2$ - it is possible to identify two diffusion coefficients, $d_{x x}(t)=d_{y y}(t)=d_{\perp}(t)$ and $d_{z z}(t)=d_{\|}(t)$ (and $\kappa_{x x}=\kappa_{y y}=\kappa_{\perp}$ and $\left.\kappa_{z z}=\kappa_{\|}\right)$. Therefore, two regimes are identified for the transport of charged particles, parallel and perpendicular. The diffusion coefficients ( $\kappa_{\|}$and $\kappa_{\perp}$ ) are essential for understanding how a collection of particles move, which is described by the Fokker-Planck equation.

The Fokker-Planck equation was first introduced by A. Fokker [103] and M. Planck [104] in the context of statistical mechanics, and later rederived by A. Kolmogorov [105]. It was motivated by the need to describe the transport of an ensemble of particles subject to drag and stochastic forces, in particular the changes in the probability density functions of the particle velocity.

The Fokker-Planck equation can be understood as a phase-space equation that describes (statistically) the spatio-temporal evolution of a collection of particles. It is calculated in the phase space, including, therefore, spatial coordinates $(\vec{r})$, time $(t)$, and momentum variations ( $\vec{p}$ ). If the mass is constant, the variation of the momentum vector translates into the variation of the velocity vector $(\vec{v})$. Given the symmetry of the problem, these vectors wobble around the guiding centre with a given pitch angle. Therefore, one can simplify the treatment by replacing the momentum vectors with the pitch angle $\left(\phi_{p}\right)$ or its cosine $\left(\mu \equiv \cos \phi_{p}\right)$.

The equation reads:

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\vec{u} \cdot \vec{\nabla} f-Q=\frac{\partial}{\partial \mu}\left(D_{\mu \mu} \frac{\partial f}{\partial \mu}+D_{\mu p} \frac{\partial f}{\partial p}\right)+\frac{1}{p^{2}} \frac{\partial}{\partial p}\left(D_{\mu p} \frac{\partial f}{\partial \mu}+p^{2} D_{p p} \frac{\partial f}{\partial p}\right) \tag{60}
\end{equation*}
$$

where $f=f(\vec{r}, p, t, \mu)$, with $\mu \equiv \cos \phi_{p}$ (see eq. 29), and $Q=Q(\vec{r}, p, t, \mu)$ symbolises source and sink terms. The coefficients $D_{a b}$ are the diffusion coefficients, particular to a magnetic-field model. The last term in the equation is known as reacceleration or momentum diffusion. The vector $\vec{u}=\vec{u}(\vec{r})$ denotes the advection velocity, which is a combination of the plasma velocity and Alfvén wave scattering.

Table 1: Table illustrating the main decay channels for some relevant unstable particles.

| particle | lifetime $[\mathrm{s}]$ | decay products | branching ratio |
| :--- | :--- | :--- | :--- |
| $\mu^{-}$ | $2.2 \times 10^{-6}$ | $e^{-}+\bar{\nu}_{e}+\nu_{\mu}$ | $\approx 1$ |
|  |  | $e^{-}+\bar{\nu}_{e}+\nu_{\mu}+\gamma$ | $6.0 \times 10^{-8}$ |
|  |  | $e^{-}+\bar{\nu}_{e}+\nu_{\mu}+e^{+}+e^{-}$ | $3.4 \times 10^{-5}$ |
| $\pi^{0}$ | $8.5 \times 10^{-17}$ | $\gamma+\gamma$ | 0.98823 |
|  |  | $\gamma+e^{+}+e^{-}$ | 0.01174 |
|  |  | $e^{+}+e^{-}+e^{+}+e^{-}$ | $3.3 \times 10^{-5}$ |
|  |  | $e^{+}+e^{-}$ | $6.5 \times 10^{-8}$ |
| $\pi^{+}$ | $2.6 \times 10^{-8}$ | $\mu^{+}+\nu_{\mu}$ | 0.999877 |
|  |  | $e^{+}+\nu_{e}$ | 0.000123 |
| $n$ | 877.7 | $p^{+}+e^{-}+\bar{\nu}_{e}$ | $\approx 1$ |
|  |  | $p^{+}+e^{-}+\bar{\nu}_{e}+\gamma$ | $10^{-9}$ |
| ${ }_{1}^{3} \mathrm{H}$ | $3.9 \times 10^{8}$ | ${ }_{2}^{3} \mathrm{He}+e^{-}+\bar{\nu}_{e}$ | $\approx 1$ |

The Fokker-Planck coefficients $D_{a b}$ describe the relations

$$
\begin{equation*}
D_{a b}=\int_{0}^{\infty} \mathrm{d} t\left\langle\frac{\partial a(t)}{\partial t} \frac{\partial b(t)}{\partial t}\right\rangle \tag{61}
\end{equation*}
$$

for any generalised coordinates $a$ and $b$. The integral can be readily identified as Kubo's equation (eq. 59). Here these coordinates can be the usual spatial coordinates ( $x, y, z$ ) or the pitch angle ${ }^{5}(\mu)$. Note that in many cases momentum is one of these generalised coordinates, with their corresponding terms being part of the Fokker-Planck equation (eq. 60).

### 2.5 Particle decays

Particle decays occur when the lifetime of a given fundamental or composite particle is finite. The time dependence of the number $(N)$ of unstable particles at a time interval between $t$ and $t+\mathrm{d} t$ is:

$$
\begin{equation*}
\frac{\mathrm{d} N}{\mathrm{~d} t}=-\frac{N}{\tau} \tag{62}
\end{equation*}
$$

wherein $\tau$ is the lifetime of the particle in its own rest frame. This equation can be easily solved, yielding

$$
\begin{equation*}
N(t)=N\left(t_{0}\right) \exp \left(-\frac{t}{\tau}\right) \tag{63}
\end{equation*}
$$

assuming that at at time $t_{0}<t$ the number of particles was $N\left(t_{0}\right)$.
One particle can have multiple decay channels. The one that actually occurs depends on the branching ratio $(\mathcal{B})$. Some representative cases useful for high-energy astroparticle physics are listed in table 2.5.

### 2.5.1 Nuclear decays

Nuclear decays are relevant processes for understanding CR propagation. Three types of decays can be identified.

[^4]Alpha decays are characterised by the emission of an alpha particle (or a helium-4 nucleus). For a generic nucleus ${ }_{Z}^{A} X$ it can be written as

$$
{ }_{Z}^{A} \mathrm{X} \rightarrow{ }_{Z-2}^{A-4} \mathrm{X}+{ }_{2}^{4} \alpha,
$$

where $X$ symbolises the new nucleus, and ${ }_{2}^{4} \alpha={ }_{2}^{4} \mathrm{He}$ is an alpha particle. In this case, the daughter nucleus acquires roughly the Lorentz factor from its parent nucleus if the binding energy per nucleon is small compared to the rest energy of the decay products.

Beta decays consist in the conversion of a neutron into a proton ( $\beta^{+}$decay):

$$
{ }_{Z}^{A} X \rightarrow{ }_{Z+1}^{A} X+e^{-}+\bar{\nu}_{e},
$$

or in the conversion of a proton into a neutron ( $\beta^{-}$decay):

$$
{ }_{Z}^{A} X \rightarrow{ }_{Z-1}^{A} X+e^{+}+\nu_{e} .
$$

Note that this is an important channel for neutrino production by nuclei.
In gamma decays a photon is spontaneously emitted by an unstable nucleus:

$$
{ }_{Z}^{A} \mathrm{X} \rightarrow{ }_{Z}^{A} \mathrm{X}+\gamma .
$$

The combination of the number of protons $(Z)$ and of the number of neutrons ( $N=A-Z$ ) can, in principle, be completely arbitrary, regardless of whether it results in a stable nucleus or not. However, for some combinations of $Z$ and $N$, this would inevitably result in immediate decays via nucleon dripping, which consists in the mission of a proton or a neutron of same isospin. As in the case of alpha decay, at high energies the leaked nucleons approximately retain the parent's Lorentz factor. The number of decay channels for various combinations of $Z$ and $N$ are shown in the left panel of figure 5 . The main decay modes for each nucleus are shown in the right panel.


Figure 5: The number of decay channels for each combination of proton $(Z)$ and neutron $(N)$ number are shown in the left panel. The white regions correspond to stable nuclei, with no (known) decay modes. The dominant decay channels for these nuclei are shown in the right panel. Figure taken from ref. [24].

Nuclear lifetimes are measured in laboratory and compiled in databases such as NuDat database ${ }^{6}$ [106, 107], which also allows interactive search of decay radiation and nuclear structural information.

### 2.6 Photonuclear interactions

Photonuclear interactions involve the interaction of a nucleus $X$, with atomic mass $A$, composed of $Z$ protons ( ${ }_{Z}^{A} \mathrm{X}$ ). They are generally written as ${ }_{Z}^{A} \mathrm{X}+\gamma_{\mathrm{bg}} \rightarrow \ldots$. The exact interaction taking place depends on the cross section for the processes, which is a consequence of the spectral energy distribution of background photons ( $\gamma_{\mathrm{bg}}$ ) and on the energy of the nucleus. The ellipsis ('...') indicate the results of the interaction, which depends on the spectral distribution of background photons as well as on the energy of the nucleus. Some of the processes relevant for high-energy modelling are listed below.

### 2.6.1 Bethe-Heitler pair production

When a nucleus interacts with a background photon ( $\gamma_{\mathrm{bg}}$ ) electron-positron pairs can be created [108]. This is described by the reaction: ${ }_{Z} \mathrm{X}+\gamma_{\mathrm{bg}} \rightarrow{ }_{Z}^{A} \mathrm{X}+e^{+}+e^{-}$. It is essentially the equivalent to bremsstrahlung radiation with a photon instead of an electron/positron on the left side of the reaction.

Let $E$ be the energy of a nucleus of atomic number $Z$ and mass $A$. The energy loss per unit distance of a given nucleus ${ }_{Z}^{A} X$ is the same rate at which electrons (and positrons) gain energy if the energy of the background photon is much smaller than the rest mass of electrons. It reads

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} x}=-\alpha r_{0}^{2} Z^{2}\left(m_{e} c^{2}\right)^{2} \int_{2}^{\infty} d \xi n\left(\frac{\xi m_{e} c^{2}}{2 \gamma}\right) \frac{\phi(\xi)}{\xi^{2}}, \tag{64}
\end{equation*}
$$

where $r_{0}$ is the classical radius of the electron, $\alpha$ is the fine-structure constant, $\xi \equiv 2 \gamma \varepsilon /\left(m_{e} c^{2}\right)$, and $\phi(\xi)$ is a function of the differential cross sections (for details see ref. [109]).

In the particular case of a blackbody of temperature $T$, as is the CMB, eq. 64 reduces to [109]:

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} x}=-\frac{\alpha r_{0}^{2} Z^{2}\left(m_{e} c^{2} k_{B} T\right)^{2}}{\pi^{2} \hbar^{3} c^{3}}\left(\frac{m_{e} c^{2}}{2 \gamma k_{B} T}\right)^{2} \int_{2}^{\infty} \mathrm{d} \xi \frac{\phi(\xi)}{\exp \left(\frac{m_{e} c^{2}}{2 \gamma k_{B} T} \xi\right)-1} . \tag{65}
\end{equation*}
$$

Bethe-Heitler pair production takes place if the energy of the background photon in the nucleus rest frame is $\varepsilon^{\prime} \gtrsim 1 \mathrm{MeV}$. Alternatively, in the laboratory frame, the threshold condition becomes

$$
E \gtrsim 5 \times 10^{20} A\left(\frac{\varepsilon}{\mathrm{eV}}\right) \mathrm{eV} .
$$

Note that the treatment above ignore possible screening effects, which are expected to be small for high energies [110]. Moreover, it neglects possible polarisation effects that could arise, which are unimportant in the ultrarelativistic regime [111, 112].

For UHECRs traversing cosmic expanses, the mean free path for Bethe-Heitler pair production is fairly small, but so is the inelasticity of the process $\left(\lesssim 10^{-3}\right)$. This has implications for the choice of algorithm to treat this problem computationally, as discussed in $\S 3.3$ and $\S 4.7 .2$.

[^5]

Figure 6: The graph shows the total cross section for $p+\gamma_{\mathrm{bg}} \rightarrow$ meson and $n+\gamma_{\mathrm{bg}} \rightarrow$ meson, as a function of the background photon energy in the nucleon rest frame $\left(\varepsilon^{\prime}\right)$. Figure taken from ref. [118].

Remarkably, it has been postulated that this process underlies the origin of the ankle feature in the cosmic-ray spectrum if UHECRs consist exclusively of protons [113]. Yet, for atomic nuclei, the energy loss scales are roughly proportional to $Z^{2} / A$ in comparison to proton energy losses.

Comprehensive investigations concerning the differential energy loss rate arising from this mechanism, as well as the resultant spectrum of generated electron-positron pairs, have been detailed in refs. $[114,115]$.

### 2.6.2 Photomeson production

The generation of mesons resulting from the interaction between a cosmic-ray nucleus ( $\left.{ }_{Z}^{A} X\right)$ and a background photon $\left(\gamma_{\mathrm{bg}}\right)$ holds immense significance within the multimessenger framework, as it yields both neutrinos and photons. For instance, when considering protons, in their rest frame, the interaction with photons with energies $\varepsilon^{\prime} \gtrsim 1 \mathrm{GeV}$ is characterised by the dominance of a short-lived resonance. This resonance rapidly transforms into mesons and other secondary particles. As energy levels escalate, the potential for multiple particle generation during a single interaction also increases. Furthermore, direct meson production is feasible at these elevated energies.

An important process in photonuclear meson interactions is the production of pions. For UHE protons, this process triggers a $\Delta^{+}$resonance, which subsequently decays into either protons and neutral pions ( ${ }_{Z}^{A} \mathrm{X}+\gamma_{\mathrm{bg}} \rightarrow \Delta^{+} \rightarrow p+\pi^{0}$ ) or neutrons and charged pions ( ${ }_{Z}^{A} \mathrm{X}+\gamma_{\mathrm{bg}} \rightarrow \Delta^{+} \rightarrow n+\pi^{+}$). The decay of the pions (see §2.5) generate copious amounts of photons and neutrinos. Notably, this mechanism gives rise to the Greisen-Zatsepin-Kuzmin (GZK) cutoff, stemming from UHE protons interacting with the CMB $[116,117]$.

The cross section for the interaction of a nucleon (proton or neutron) with a background photon in the rest frame of the nucleon is shown in figure 6.

However, addressing these interactions for atomic nuclei is more complicated due to screening effects ${ }^{7}$. Unlike in the proton case, the target photon does not interact uniformly with all nucleons

[^6]constituting the nucleus. Instead, a scaling relation based on the numbers of protons and neutrons is often employed to derive the mean free path (as seen in references like [119]). This approach can be problematic, as it has been demonstrated to deviate from measured cross sections, significantly impacting predictions of secondary neutrino and photon fluxes [120].

### 2.6.3 Photodisintegration

Interactions involving cosmic rays and background photons can fragment nuclei into smaller constituents: ${ }_{Z}^{A} \mathrm{X}+\gamma_{\mathrm{bg}} \rightarrow{ }_{Z^{\prime}}^{\prime} \mathrm{X}+\ldots$ This phenomenon is usually interpreted as two sequential subprocesses, the first being photoabsorption by the nucleus, which creates an excited state, and its subsequential decay that often emits nucleons [121].

Photodisintegration of very energetic cosmic-ray nuclei has been studied in the past by several authors [122-124], but only in recent years has it evolved to reduce uncertanties [125-127]. Nevertheless, these cross section still remains a prominent source of uncertainty in UHECR propagation [24].

The outcomes of photodisintegration are exemplified by processes such as:

- proton emission: ${ }_{Z}^{A} \mathrm{X}+\gamma_{\mathrm{bg}} \rightarrow{ }_{Z-1}^{A-1} \mathrm{X}+p$;
- neutral emission: ${ }_{Z}^{A} \mathrm{X}+\gamma_{\mathrm{bg}} \rightarrow_{Z}^{A-1} \mathrm{X}+n$;
- $\alpha$-particle emission: ${ }_{Z}^{A} X+\gamma_{\mathrm{bg}} \rightarrow{ }_{Z-2}^{A-4} \mathrm{X}+{ }_{2}^{4} \mathrm{He}$.

In the UHE domains, the photodisintegration cross section is significantly influenced by two components. The first is the giant dipole resonance (GDR), which dominates at photon energies $\varepsilon^{\prime} \lesssim 50 ; \mathrm{MeV}$ in the nucleus rest frame. The other is the quasi-deuteron (QD) emission, prevalent in the energy range $50 \lesssim \varepsilon^{\prime} / \mathrm{MeV} \lesssim 150$.

When modelling photodisintegration processes, it is important to bear in mind that photonuclear cross sections are not fully known. As a consequence, they can have a considerable impact in the propagation of UHECRs $[24,125,127]$. Consequently, this knowledge gap holds the potential to substantially impact the consequent production of photons and neutrinos [25].

### 2.6.4 Photonuclear elastic scattering

Nuclei can undergo interactions with background photons and simply transfer energy to them. This process is known as elastic scattering: ${ }_{Z}^{A} \mathrm{X}+\gamma_{\mathrm{bg}} \rightarrow{ }_{Z}^{A} \mathrm{X}+\gamma$. At ultra-high energies, this is subdominant compared to photodisintegration.

Elastic scattering is negligible as an energy-loss mechanism of nuclei, but it can be important in computing photon fluxes produced by energetic cosmic-ray nuclei.

### 2.7 Hadronuclear interactions

Hadronuclear interactions are generally elaborate and cannot be exactly described. This is because the underlying theory of strong interactions, quantum chromodynamics (QCD), poses major challenges in terms of computational treatment.
three-dimensional arrangement of these nucleons will create layers, some of which will be "hidden" in the inner-most parts of the nucleus and not directly exposed. It follows from this simple intuitive reasoning that only a fraction of the nucleons will be on the surface and act as targets for interaction. A first guess would be that this relates to the ratio between surface area and volume, for a collection of $A$ nucleons, revealing about $A^{2 / 3}$ of them.

### 2.7.1 Proton-proton interactions

For proton-proton interaction, there are several possible channels. The overwhelming majority result in the production of pions. Some of these channels are shown below.

$$
\begin{aligned}
& p+p \rightarrow p+p+\pi^{0} \\
& p+p \rightarrow p+p+\pi^{0}+\pi^{0} \\
& p+p \rightarrow p+n+\pi^{+}+\pi^{0} \\
& p+p \rightarrow p+n+\pi^{+}+\pi^{-}+\pi^{0}
\end{aligned}
$$

The cross section for proton-proton interactions is not exactly known. Instead, it is obtained through a combination of measurements [128-134] and extrapolation to higher energies using hadronic interaction models [135-138]. One possible parametrisation was provided in ref. [139]:

$$
\begin{equation*}
\sigma_{\mathrm{ine}}^{p p}(x)=\left[30.7-0.96 \log (x)+0.18 \log ^{2}(x)\right]\left[1-x^{-1.9}\right] 10^{-31} \mathrm{~m}^{2} \tag{66}
\end{equation*}
$$

where

$$
\begin{equation*}
x(E)=\frac{E-m_{p} c^{2}}{2 m_{\pi^{0}} c^{2}+\frac{m_{\pi^{0}}^{2}}{2 m_{p}}} \tag{67}
\end{equation*}
$$

with $m_{p}$ denoting the mass of a proton with energy $E$ (measured in the lab frame), and $m_{\pi^{0}}$ representing the mass of the neutral pion.

It is worth stressing that many theoretical uncertainties remain in the measurement of the protonproton cross section, despite the increasingly more accurate data being delivered. In particular, the relative contribution of the elastic with respect to the inelastic cross sections are far from clear, as is the differential cross sections and the scattering amplitudes. For more details see, e.g., refs. [137, 140, 141].

### 2.7.2 Nucleus-nucleus interactions

For nucleus-nucleus interactions, Glauber theory [142] can be employed. In this case, the collision can be modelled as a succession of scattering between a nucleon from one of the nuclei, and a nucleon from the other. Even though this is an approximation, it sets an upper limit to the total inelastic cross section, which should be smaller than the sum of all individual nucleon-nucleon cross sections. This approximation is not adequate for lighter nuclei [143].

The nucleus-nucleus cross section can be approximated as [144]

$$
\begin{equation*}
\sigma_{\mathrm{ine}}^{A_{i}, A_{t}}(\chi)=\pi r_{0}^{2}\left[A_{i}^{1 / 3}+A_{t}^{1 / 3}-b_{0}\left(A_{i}^{-1 / 3}+A_{t}^{-1 / 3}\right)\right] \max \left\{1, \log \left(\frac{\sigma_{\text {ine }}^{p p}(\chi)}{\sigma_{\text {ine }}^{p p}\left(\chi_{0}\right)}\right)\right\} \tag{68}
\end{equation*}
$$

wherein $A_{i}$ and $A_{t}$ refer to the atomic mass of the incident and target nuclei, respectively, and the coefficient $b_{0}$, empirically obtained, reads [139]

$$
b_{0}=\left\{\begin{array}{l}
2.247-0.915\left(1+A_{t}^{-1 / 3}\right) \text { if } i={ }^{1} \mathrm{H}  \tag{69}\\
1.581-0.876\left(A_{i}^{-1 / 3}+A_{t}^{-1 / 3}\right) \text { if } i \neq{ }^{1} \mathrm{H}
\end{array}\right.
$$

The variable $\chi$ is conveniently defined in terms of the kinetic energy per nucleon of the incident particle

$$
\begin{equation*}
\chi(E)=\frac{E-m_{A_{i}} c^{2}}{A\left(2 m_{\pi^{0}} c^{2}+\frac{m_{\pi}^{2} c^{2}}{2 m_{\rho}}\right)}, \tag{70}
\end{equation*}
$$

where $\sigma_{\text {ine }}^{p p}$ as in eq. 66 and $\chi_{0} \equiv x(1 \mathrm{PeV})$.
Nucleus-nucleus interactions are usually treated by employing event generators, which are libraries that models a given particle interaction based on their initial state, accounting for the stochasticity of the process at hand. Some widely used event generators include PYTHIA ${ }^{8}$ [146, 147], HERWIG [148150], and Sherpa [151], among others. For higher energy studies, in particular the interaction of CRs with air, commonly used hadronic interaction codes are EPOS [152], QGSJet [153-155], and Sibyll [156, 157]. Note, however, that at UHEs these generators are limited by the availability (or actually lack thereof) of accelerator data, since they operate at much higher energies than what current accelerators can reach.

For astrophysical applications, hadronuclear interactions are usually parametrised based on simulations. Common parametrisations includes those from refs. [139, 158, 159]. One can argue that considering all other astrophysical uncertainties, the parametrisations provide an adequate approximation. However, recent simulation-based studies challenge this assertion [160].

### 2.8 Electromagnetic interactions

### 2.8.1 Pair production

Breit-Wheeler pair production is one of the simplest processes in quantum electrodynamics (QED). It is essentially the direct production of an electron-positron pair due to the interaction of two photons: $\gamma+\gamma_{\mathrm{bg}} \rightarrow e^{+}+e^{-}$[161]. The cross section for this process is well-known:

$$
\begin{equation*}
\sigma(\beta)=\frac{3 \sigma_{T}}{16}\left(1-\beta^{2}\right)\left[\left(3-\beta^{4}\right) \ln \left(\frac{1+\beta}{1-\beta}\right)-2 \beta\left(2-\beta^{2}\right)\right] . \tag{71}
\end{equation*}
$$

where $\sigma_{\mathrm{T}}$ represents the Thomson cross section, and

$$
\begin{equation*}
\beta=\sqrt{1-\frac{4 m_{e}^{2} c^{4}}{s}} . \tag{72}
\end{equation*}
$$

Here $s$ is the squared centre of mass energy, which for a high-energy photon with energy $E$ scattering off a low-energy background photon of energy $\varepsilon$ reads

$$
\begin{equation*}
s=2 E \varepsilon(1-\cos \theta), \tag{73}
\end{equation*}
$$

wherein $\theta$ denotes the collision angle. It follows immediately that the kinematic thresholds for this interaction are $s_{\text {min }}=m_{e}^{2} c^{4}$ and $s_{\max }=m_{e}^{2} c^{4}+2 E \varepsilon_{\max }(1+\beta)$.

It is natural to think that electrons and positrons will have approximately the same energy. In the high-energy regime ( $s \gg m_{e}^{2} c^{4}$ ), also known as the Klein-Nishina limit, this is not necessarily true. In this case, the energy of the leptons produced will depend on the differential cross section

[^7]for the process:
\[

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} y} \propto \frac{1}{y}\left[\frac{y^{2}}{1-y}+1-y+\frac{\left(1-\beta^{2}\right)^{2}}{4 y(1-y)^{2}}\right] \frac{1}{1+2 \beta^{2}-2 \beta^{4}} \tag{74}
\end{equation*}
$$

\]

where $y$ is the fraction of the energy of the energetic photon being taken by one of the particles produced. The other particle, evidently, takes a fraction of the primary's energy of $1-y$.

### 2.8.2 Inverse Compton scattering

This basic quantum electrodynamics (QED) process is described by the reaction: $e^{ \pm}+\gamma_{\mathrm{bg}} \rightarrow$ $e^{ \pm}+\gamma$. Inverse Compton scattering (ICS) is, therefore, a simple momentum exchange, as is the usual Compton effect [162], but in this case involving a high-energy electron and low-energy photons instead of the opposite. Compton effect, both the direct and the inverse, constitute one of the most important milestones of 20th-century physics [163] with far-reaching consequences in several sub-fields of physics, especially astrophysics.

The squared centre-of-mass energy (s) is

$$
\begin{equation*}
s=m_{e}^{2} c^{4}+2 E \varepsilon(1-\beta \cos \theta) \tag{75}
\end{equation*}
$$

with $\beta$ given by

$$
\begin{equation*}
\beta=\frac{s-m_{e}^{2} c^{4}}{s+m_{e}^{2} c^{4}} \tag{76}
\end{equation*}
$$

Its kinematic threshold is simply the requirement that the electron continues to exist after the collision: $s_{\min }=m_{e}^{2} c^{4}$.

The cross section for ICS can be written as [164]

$$
\begin{equation*}
\sigma(s)=\frac{3 \sigma_{T}}{8 \beta} \frac{m_{e}^{2} c^{4}}{s}\left[\frac{2}{\beta(1+\beta)}\left(2+2 \beta-\beta^{2}-2 \beta^{3}\right)-\frac{1}{\beta^{2}}\left(2-3 \beta^{2}-\beta^{3}\right) \ln \left(\frac{1+\beta}{1-\beta}\right)\right] \tag{77}
\end{equation*}
$$

In the low-energy limit ( $s \sim m_{e}^{2} c^{4}$ ), eq. 77 reduces to the usual Thomson scattering result ( $\sigma \approx \sigma_{\mathrm{T}}$ ).
After the scattering the electron (or positron), which had an initial energy $E$, will have energy $E^{\prime}$, as dictated by the differential cross section [165]:

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} E^{\prime}}=\frac{3 \sigma_{\mathrm{T}}}{8 E} \frac{m_{e}^{2} c^{4}}{s} \frac{1+\beta}{\beta}\left[y+\frac{1}{y}+\frac{2(1-\beta)}{\beta}\left(1-\frac{1}{y}\right)+\frac{(1-\beta)^{2}}{\beta^{2}}\left(1-\frac{1}{y}\right)^{2}\right] \tag{78}
\end{equation*}
$$

with $y \equiv E^{\prime} / E$.

### 2.8.3 Double pair production

Double pair production is the higher-order counterpart of the usual pair production. It can be written as $\gamma+\gamma_{\mathrm{bg}} \rightarrow e^{+}+e^{-}+e^{+}+e^{-}$. Its possible role in energetic astrophysical processes has long been investigates [166, 167].

The centre-of-mass energy for this process is the same as that for pair production (eq. 73):

$$
\begin{equation*}
s=2 E \varepsilon(1-\cos \theta) \tag{79}
\end{equation*}
$$

This interaction has a final state composed of four electrons, so the threshold is $s_{\min }=16 m_{e}^{2} c^{4}$.

The high-energy limit of its cross section $\left(s \gg 16 m_{e}^{2} c^{4}\right)$ is [166]:

$$
\begin{equation*}
\sigma(s)=\sigma_{\infty}\left[1-\frac{16 m_{e}^{2} c^{4}}{s}\right]^{6} \tag{80}
\end{equation*}
$$

where $\sigma_{\infty}=6.45 \times 10^{-34} \mathrm{~m}^{2}$.
The energy distribution of the electrons and positrons generated are more difficult to be obtained. For one of them, a differential cross section of the form

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} E_{\star}^{\prime}}=\frac{1}{\sqrt{s}} g\left(\frac{2 E_{\star}^{\prime}}{\sqrt{s}}, s\right) \sigma_{\mathrm{tot}}(s) \tag{81}
\end{equation*}
$$

can be written, wherein the quantities marked with a ' $\star$ ' are measured in the centre of mass frame, such that $E_{\star}^{\prime}$ is the energy of one of the produced particles in this frame. The function $g$ is cannot be obtained in a straight manner. According to ref. [164], a reasonable assumption is that at such high energies one of the pairs receive all the energy, and each of its components takes half of the energy, which implies

$$
\begin{equation*}
g\left(\frac{2 E_{\star}^{\prime}}{\sqrt{s}}\right)=2 \delta\left(\frac{2 E_{\star}^{\prime}}{\sqrt{s}}-\frac{1}{2}\right) \tag{82}
\end{equation*}
$$

with $\delta$ referring to the Dirac delta function. A more detailed calculation employing event generators was conducted by the authors of ref. [168], who provided a fit to the results:

$$
\begin{equation*}
g\left(\frac{2 E_{\star}^{\prime}}{\sqrt{s}}\right)=\frac{5}{3}+\left(\frac{4 E_{\star}^{\prime}}{\sqrt{s}}-1\right)^{2} . \tag{83}
\end{equation*}
$$

### 2.8.4 Triplet production

Triplet pair production is related to inverse Compton scattering, but instead of a photon at the end of the process a pair is created: $e^{ \pm}+\gamma_{\mathrm{bg}} \rightarrow e^{ \pm}+e^{+}+e^{-}$. Its role in the propagation of particles has been identified long ago [169, 170].

Being closely related to inverse Compton scattering, the squared centre-of-mass energy for this process is the same:

$$
\begin{equation*}
s=m_{e}^{2} c^{4}+2 E \varepsilon(1-\beta \cos \theta) \tag{84}
\end{equation*}
$$

The final state contains three electrons, such that this process occurs only above the threshold $s_{\text {min }}=9 m_{e}^{2} c^{4}$.

Its cross section in the high-energy limit $\left(s \gg m_{e}^{2} c^{4}\right)$ is [164]

$$
\begin{equation*}
\sigma(s)=\frac{3 \alpha \sigma_{\mathrm{T}}}{8 \pi}\left[\frac{28}{9} \ln \left(\frac{s}{m_{e}^{2} c^{4}}\right)-\frac{218}{27}\right] . \tag{85}
\end{equation*}
$$

In this regime the differential cross section for one particle of the produced pair with energy $E^{\prime}$ can be written simply as a power law:

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} E^{\prime}} \propto E^{\prime-7 / 4} \tag{86}
\end{equation*}
$$

### 2.9 Particle mixing

Processes other than interactions and decays that change the nature of a particle also exist. Within a quantum-mechanical framework, they are usually described by a mixing of some intrinsic eigenstates ${ }^{9}$ of a family of particles $(\mathfrak{X})$, which results in propagation eigenstates ${ }^{10}(X)$. This notion can be mathematically expressed as

$$
\left(\begin{array}{c}
X_{1}  \tag{87}\\
\vdots \\
X_{n}
\end{array}\right)=\left(\begin{array}{ccc}
u_{11} & \ldots & U_{1 n} \\
\vdots & \ddots & \vdots \\
U_{n 1} & \ldots & u_{n n}
\end{array}\right)\left(\begin{array}{c}
\mathfrak{X}_{1} \\
\vdots \\
\mathfrak{x}_{n}
\end{array}\right)
$$

where $X_{i}$ refers to the particle being observed. Here $U_{i j}$ are elements of $U$, the mixing matrix.
If $U$ is diagonal, then there is no mixing between states. In this case, the intrinsic states of the particles are exactly equal to the propagation eigenstates. However, if there are non-vanishing off-diagonal elements, the corresponding states will mix among themselves.

The intrinsic eigenstates, by definition, are the free (i.e., in the absence of any potentials) particle solutions to the wave equation, and thus can be written as

$$
\begin{equation*}
\left|X_{i}(t)\right\rangle=\left|X_{i}\right\rangle \exp \left[i\left(\overrightarrow{p_{i}} \cdot \vec{r}-E_{i} t\right)\right], \tag{88}
\end{equation*}
$$

where $\vec{p}_{i}$ and $E_{i}$ denote the momentum and energy of particle $X_{i}$.
The mixing of states is described by the Schrödinger equation:

$$
\begin{equation*}
i \frac{\mathrm{~d} X}{\mathrm{~d} t}=H X, \tag{89}
\end{equation*}
$$

wherein $H$ is the Hamiltonian of the system. The time-evolution operator, assuming that the $H$ is time-independent, is defined as

$$
\begin{equation*}
U(t)=\exp (-i H t) . \tag{90}
\end{equation*}
$$

The connection between intrinsic and propagation eigenstates through the unitary $\left(U^{\dagger} U=\mathbb{I}\right)$ matrix $U$ is

$$
\begin{equation*}
\left|X_{i}\right\rangle=\sum_{j=1}^{n} U_{i j}\left|\mathfrak{X}_{j}\right\rangle . \tag{91}
\end{equation*}
$$

Conversely, since $U$ is unitary,

$$
\begin{equation*}
\left|\mathfrak{X}_{i}\right\rangle=\sum_{j=1}^{n} U_{i j}^{*}\left|X_{j}\right\rangle . \tag{92}
\end{equation*}
$$

The probability $\left(P_{X_{i}}\right)$ that a state $X_{i}$ will be detected after the particle travelled a distance $L$ is

[^8]simply the sum of the probabilities of each component ending up as $X_{i}$ :
\[

$$
\begin{equation*}
P_{X_{i}}(L)=\sum_{j=1}^{n}\left|\left\langle X_{i} \mathfrak{x}_{j} \mid\right\rangle\right|^{2} . \tag{93}
\end{equation*}
$$

\]

The general form given by eq. 87 can be applied to many problems, the most notorius of which is neutrino oscillations, described in §2.9.1

### 2.9.1 Neutrino oscillations

Neutrinos are detected in what is called flavour states - the electron $\left(\nu_{e}\right)$, the muon $\left(\nu_{\mu}\right)$ and the $\nu_{\tau}$ neutrinos - the flavour eigenstates, which correspond to what had been previously been called propagation eigenstates. However, they are a superposition of intrinsic eigenstates, which for neutrinos are mass eigenstates ${ }^{11}$.

The original idea of neutrino oscillations dates back to the late 1950s, building on the work of B. Pontecorvo [171]. The underlying theory of oscillations was further developed in the following decade by others [172, 173]. Only towards the end of the 20th century has this phenomenon been unambiguously confirmed through observations of solar neutrinos [174, 175].

Let $\nu$ represent the flavour state of a neutrino, and $v$ its mass state. If propagation is in vacuum, the mixing matrix $(U)$ has the general form

$$
U=\left(\begin{array}{ccc}
U_{e 1} & U_{e 2} & U_{e 3}  \tag{94}\\
U_{\mu 1} & U_{\mu 2} & U_{\mu 3} \\
U_{e \tau 1} & U_{\tau 2} & U_{\tau 3}
\end{array}\right)
$$

where $U_{e 1}$ refers to the mixing between the mass eigenstate 1 and the flavour state corresponding to the electron neutrino (e), and similarly for the other terms. $U$ is the so-called Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, given by

$$
U=\left(\begin{array}{ccc}
c_{12} c_{13} & s_{12} c_{13} & s_{13} e^{-i \delta}  \tag{95}\\
-s_{12} c_{23}-c_{12} s_{23} s_{13} e^{i \delta} & c_{12} c_{23}-s_{12} s_{23} s_{13} e^{i \delta} & s_{23} c_{13} \\
s_{12} s_{23}-c 12 c_{23} s_{13} e^{i \delta} & -c_{12} s_{23}-s 12 c_{23} s_{13} e^{i \delta} & c_{23} c_{13}
\end{array}\right)\left(\begin{array}{ccc}
e^{i \alpha_{1} / 2} & 0 & 0 \\
0 & e^{i \alpha_{2} / 2} & 0 \\
0 & 0 & 1
\end{array}\right),
$$

wherein $c_{i j} \equiv \cos \theta_{i j}$ and $s_{i j} \equiv \sin \theta_{i j}$, and $\alpha_{i}$ in the right-most matrix is related to whether neutrinos are Dirac or Majorana particles.

Eq. 95, together with eq. 93, allow the calculation of oscillation probabilities, which is used to infer neutrino states after propagating in the universe. Note, however, that this assumes propagation in vacuum. While this assumption is adequate for many applications, this is not always the case. For that the Hamiltonian that goes into the Schrödinger equation (eq. 89) would change, making the treatment more complicated and often requiring advanced computational methods for the solution.
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### 2.10 Other energy loss processes

### 2.10.1 Synchrotron cooling

When exposed to a magnetic field, charged particles can release synchrotron radiation. For a particle of mass $m$ and charge $q$, moving with momentum $\vec{p}$, the energy loss per unit length is given by:

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} x}=-\frac{q^{4}}{6 \pi \epsilon_{0} c^{4} m^{4}}|\vec{p} \times \vec{B}| \tag{96}
\end{equation*}
$$

where $\epsilon_{0}$ denotes the vacuum permittivity, and $\vec{B}$ represents the magnetic field. It is important to note that when the particle's motion aligns with the magnetic field, i.e., $\vec{p} \| \vec{B}$, no radiation is emitted.

The radiated synchrotron spectrum is strongly peaked around the critical energy,

$$
\begin{equation*}
E_{\mathrm{c}}=\frac{3}{2} \hbar c \gamma^{3} q \frac{1}{p^{2}}|\vec{B} \times \vec{p}| . \tag{97}
\end{equation*}
$$

It can be decomposed as a sum of two components, a parallel $\left(I_{\|}\right)$and a perpendicular $\left(I_{\perp}\right)$ one, given by [176]

$$
\begin{align*}
& \frac{\mathrm{d} l_{\perp}}{\mathrm{d} y} \propto F(y)+G(y)  \tag{98}\\
& \frac{\mathrm{d} \|_{\|}}{\mathrm{d} y} \propto F(y)-G(y) . \tag{99}
\end{align*}
$$

Here the auxiliary functions $F(y)$ and $G(y)$ are

$$
\begin{equation*}
F(y)=y \int_{y}^{\infty} K_{\frac{5}{3}}\left(y^{\prime}\right) \mathrm{d} y^{\prime} \tag{101}
\end{equation*}
$$

and

$$
\begin{equation*}
G(y)=y K_{\frac{2}{3}}(y), \tag{102}
\end{equation*}
$$

where $K_{\frac{5}{3}}$ is a modified Bessel function and $y \equiv E_{\gamma} / E_{\mathrm{c}}$.
While the impact of synchrotron emission remains negligible for atomic nuclei journeying across cosmic distances, largely due to the relatively low strengths of IGMFs [69, 70, 177], it becomes important in the environment of astrophysical sources, especially those with stronger magnetic fields. In these environments, synchrotron radiation can potentially lead to distinctive spectral signatures that allow for the deduction of magnetic field characteristics in these regions[178, 179].

### 2.10.2 Adiabatic cosmological losses

Energy losses occur for all particles, due to the adiabatic expansion of the Universe. The change in redshift ( $\mathrm{d} z$ ) corresponding to an infinitesimally small distance $\mathrm{d} \ell$ is described by the equation:

$$
\begin{equation*}
\mathrm{d} z=\frac{H_{0}}{c} \sqrt{\Omega_{\Lambda}+\Omega_{m}(1+z)^{3}} \mathrm{~d} \ell . \tag{103}
\end{equation*}
$$

Here, $H_{0}$ is the current Hubble parameter, approximately $67.3 ; \mathrm{km}, \mathrm{s}^{-1}, \mathrm{Mpc}^{-1}$, and $\Omega_{m}$ and $\Omega_{\Lambda}$ stand at about 0.3147 and 0.6853 respectively, representing the matter and dark-energy densities within the flat $\Lambda$ cold dark matter ( $\wedge C D M)$ model, as per references [18]. It is worth noting that eq. 103 would include an additional term accounting for radiation, although it is only relevant during the very early stages of the universe's life ( $z \gtrsim 1000$ ).

## 3 Building propagation models

## Wrote intro

### 3.1 Prescriptions for generating turbulent magnetic fields

The generation of turbulent stochastic magnetic fields, as described in 2.4.1, requires somewhat advanced computational methods. Here I will present a sampling strategy relying on the Fourier spectrum of the field, taking advantage of the equations from $\S 2.4 .1$ [180-182].

I will present a general strategy for sampling a field with spectral index $\alpha_{B}$ (see eq. 22) limited to a range in Fourier space $k_{\min }<k<k_{\max }$. Because this approach relies on the expansion of the magnetic field into a base containing two circularly polarised modes ( $\left\{\hat{e}_{+}, \hat{e}_{-}\right\}$), this strategy is also suitable for simulating helical magnetic fields.

I will refrain from providing the full derivation; for the whole derivation the reader is referred to ref. [64]. I will start with eq. 25 of this reference, transcribed below:

$$
\begin{equation*}
\tilde{\vec{B}}(\vec{k})=\tilde{B}_{+}(\vec{k}) \hat{e}_{+}(\vec{k})+\tilde{B}_{-}(\vec{k}) \hat{e}_{-}(\vec{k}) \tag{104}
\end{equation*}
$$

with the tilde indicating that the quantity is in Fourier space. Furthermore, $\tilde{B}_{ \pm}$is

$$
\begin{equation*}
\tilde{B}_{ \pm}(\vec{k}) \equiv\left|\tilde{\vec{B}}_{ \pm}(\vec{k})\right|=\left|\tilde{B}_{ \pm}(\vec{k})\right|\left[\cos \theta_{ \pm}(\vec{k})+i \sin \theta_{ \pm}(\vec{k})\right] \tag{105}
\end{equation*}
$$

wherein $0 \leq \theta_{ \pm}(\vec{k})<2 \pi$ are random phases uniformly distributed in the interval. The generation of a turbulent magnetic field distribution, therefore, can be done by sampling $\theta_{ \pm}$from a uniform distribution. The norm, $\tilde{B}_{ \pm}$, is generated from a zero-mean Gaussian with standard deviation given by the desired RMS of the field (see eq. 16). Note that this procedure is done for a grid with ( $N_{x}, N_{y}, N_{z}$ ) cells.

Once $\vec{B}(\vec{k})$ is sampled using the procedure described above, a Fourier transform can be applied to bring this quantity to real space:

$$
\begin{equation*}
\vec{B}(\vec{r})=\mathfrak{R e}\left(\mathcal{F}\left\{\tilde{\vec{B}}_{ \pm}(\vec{k})\right\}\right) \tag{106}
\end{equation*}
$$

Here $\mathcal{F}$ is the Fourier transform operator, and $\mathfrak{R e}$ is a function that takes the real part of the argument. This result is subsequently normalised to the desired field RMS (labelled $B_{r m s}$ ), such that $\vec{B}(\vec{r})$ is recast as

$$
\begin{equation*}
\vec{B}(\vec{r})=B_{\mathrm{rms}}\left[\frac{1}{N_{x} N_{y} N_{z}} \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \sum_{k=1}^{N_{z}} \vec{B}\left(\vec{r}_{i j k}\right) \cdot \vec{B}\left(\vec{r}_{i j k}\right)\right]^{-\frac{1}{2}} \vec{B}(\vec{r}), \tag{107}
\end{equation*}
$$

where $\vec{r}_{i j k}$ refers to the position vector in each cell of this grid.

Note that the non-helical case can be obtained by taking $\theta_{ \pm}$different for the two components of this basis, $\hat{e}_{+}$and $\hat{e}_{-}$. This effectively averages over the two polarisation modes that would not exist if helicity had been neglected.

### 3.2 Particle trajectories in the presence of magnetic fields

Charged particles like cosmic-ray nuclei and electrons can be deflected in the presence of magnetic fields. The equations of motion were already presented in §2.4.

In this section a few strategies to implement algorithms to solve them are presented. Singleparticle propagation algorithms are presented in §3.2.1 and §3.2.2. Methods for modelling the transport of an ensemble of particles are described in §3.2.3.

### 3.2.1 Runge-Kutta algorithm

Runger-Kutta (RK) methods are numerical solvers for differential equations [183, 184]. They solve all equations simultaneously at discrete steps.

A set of six differential equations (eqs. 25 and 26) can be solved a N-th order RK method, where the order of the solver is typically $N=4$ (RK4) or $N=5$ (RK5). These equations take the general form

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} t}=f(t, x) \tag{108}
\end{equation*}
$$

with initial condition $y\left(t_{0}\right)=y_{0}$. Here $y$ are placeholders for the phase space components, the position ( $\vec{r}$ ) and momentum ( $\vec{p}$ ).

First, space has to be discretised into steps. The initial conditions are known, and so are the properties of a particle at the first step. The subsequent propagation steps are obtained based on the previous ones.

In explicit RK methods the equations are solved at each step, as follows:

$$
\begin{equation*}
y_{n+1}=y_{n}+s \sum_{i=1}^{n_{s}} b_{i} k_{i} \tag{109}
\end{equation*}
$$

where $n$ indicates the step at which the calculation is being performed, $s$ is the step size, $b_{i}$ is a coefficient, and $n_{s}$ relates to the order of the RK method. The values of $k_{j}$ are:

$$
\begin{align*}
k_{1}= & f\left(t_{n}, y_{n}\right)  \tag{110}\\
k_{2}= & f\left(t_{n}+c_{2} s, y_{n}+s\left(a_{21} k_{1}\right)\right)  \tag{111}\\
k_{3}= & f\left(t_{n}+c_{3} s, y_{n}+s\left(a_{31} k_{1}+a_{32} k_{2}\right)\right)  \tag{112}\\
& \ldots  \tag{113}\\
k_{i}= & f\left(t_{n}+c_{i} s, y_{n}+s \sum_{j=1}^{n_{s}} a_{i j} k_{j}\right) .
\end{align*}
$$

The coefficients $c_{i}$ can be obtained from the numerical tables.
Adaptative RK methods are a class of implicit algorithms that extended the previous idea. They automatically allow for suitable choices of step sizes to keep the errors below a certain tolerance. In
this case, the steps are:

$$
\begin{equation*}
y_{n+1}^{\star}=y_{n}+s \sum_{i=1}^{n_{s}} b_{i}^{\star} k_{i} . \tag{115}
\end{equation*}
$$

The condition to adjust the step size requires the calculation of the associated error, which is

$$
\begin{equation*}
\epsilon_{n+1}=y_{n+1}-y_{n+1}^{\star}=s \sum_{i=1}^{n_{s}} b_{i} k_{i}-b_{i}^{\star} k_{i} . \tag{116}
\end{equation*}
$$

The coefficients can be taken from look-up tables. A commonly used one constitutes the CashKarp (CK) [185], with a wide array of applications in astrophysics.

### 3.2.2 Boris push algorithm

The Boris push (BP) algorithm [186] is the state of the art for solving the equation of motion of a charged particle in a magnetised medium. Unlike theRK method which solves a system of couple differential equations, the BP algorithm solves the equations of motion related to the Lorentz force. It is highly accurate without sacrificing efficiency [187], outperforming the usual adaptative RK method with CK coefficients by up to an order of magnitude [188].

The strategy consists in writing down the Lorentz force (eq. 25) and solving [187]:

$$
\begin{equation*}
\frac{\vec{v}_{n+\frac{1}{2}}-\vec{v}_{n-\frac{1}{2}}}{\Delta t}=\frac{q}{m} \frac{\vec{v}_{n+\frac{1}{2}}+\vec{v}_{n-\frac{1}{2}}}{2} \times \vec{B} . \tag{117}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\vec{r}_{n+1}-\vec{r}_{n}}{\Delta t}=\vec{v}_{n+\frac{1}{2}} . \tag{118}
\end{equation*}
$$

Here $n$ denotes the step at which the equation is being solved. It is clear that this scheme offsets velocity and position by half a step with respect to each other.

One can define $v_{+} \equiv v_{n+\frac{1}{2}}$ and $v_{-} \equiv v_{n-\frac{1}{2}}$. Equation 117 then becomes [189]

$$
\begin{equation*}
\frac{\vec{v}_{+}-\vec{v}_{-}}{\Delta t}=\frac{q}{2 m}\left(\vec{v}_{+}+\vec{v}_{-}\right) \times \vec{B} . \tag{119}
\end{equation*}
$$

This equation seems like a rotation, and indeed it is. The velocity vector will rotate by an angle $\Theta$, with a corresponding vector

$$
\begin{equation*}
\vec{u}=-\frac{\vec{B}}{|\vec{B}|} \tan \left(\frac{\Theta}{2}\right) . \tag{120}
\end{equation*}
$$

This rotation will occur about

$$
\begin{equation*}
\vec{v}^{\prime}=\vec{v}_{-}+\vec{v}_{-} \times \vec{u}, \tag{121}
\end{equation*}
$$

which is perpendicular both to the magnetic field and the vector $\vec{v}_{+} \pm \vec{v}_{-}$.
The velocity at the end of the step can now be written as

$$
\begin{equation*}
\vec{v}_{+}=\vec{v}_{-}+\vec{v}^{\prime} \times \vec{w}, \tag{122}
\end{equation*}
$$

where a new vector ( $\vec{w}$ ) was introduced [190]

$$
\begin{equation*}
\vec{w}=\frac{2 \vec{u}}{1+|\vec{u}|^{2}} . \tag{123}
\end{equation*}
$$

The strategy outlined above is applied successively to each step.
One of the main advantages of employing BP over CK is the fact that it is energy-conserving. Moreover, in the usual RK schemes errors tend to accumulate, whereas for BP they tend to average out. Finally, the BP algorithm would works efficiently also in the presence of electric fields, since eq. 119 would retain the same form and only $\vec{v}_{ \pm}$would change.

### 3.2.3 Solving the Fokker-Planck transport equation

ADD text See ref. [191].

### 3.2.4 Magnetic lenses

## If time

### 3.3 Modelling the transport of astroparticles

Particle transport refers to the strategies to describe the intricacies of the motions of particles in various media. Strategies to perform this modelling in the context of (high-energy) astrophysics and astroparticle physics will be presented in this section, applied to the case of CR nuclei, gamma rays, and neutrinos.

Two main strategies have been used to simulate the propagation of astroparticle in diverse environments, transport equations and Monte Carlo (MC) methods, described in §3.3.1 and §3.3.2, respectively.

### 3.3.1 Transport equations

Analytical and semi-analytical methods to solve particle interactions have been widely used for decades, given their relative simplicity. They are usually very fast and rely on the solution of several integrals over an ensemble of particles (as opposed to the Monte Carlo approach which does this on a particle-by-particle basis, as described in §3.3.2).

While fast, transport equations are not applicable to all cases. For instance, these methods are not adequate for three-dimensional studies involving magnetic deflections, for instance, which is commonly the case in astroparticle physics. They also come short in the treatment of some stochastic processes that yield copious amounts of different by-products, such as photodisintegration (see §2.6.3).

Consider a distribution of charged particles of type a with density $n(\vec{r}, t, E)$. Suppose that other particles $b$ can, due to some interaction, convert into $a$. The general form of the transport equation for particle $a$ is:
$\frac{\partial n_{a}(\vec{r}, t, E)}{\partial t}+F_{\text {diff }}(\vec{r}, t, E)+F_{\text {int }}(\vec{r}, t, E)+F_{\text {dec }}(\vec{r}, t, E)+F_{\text {cel }}(\vec{r}, t, E)+F_{b \rightarrow a}(\vec{r}, t, E)=Q(\vec{r}, t, E)$
where $\vec{r}$ is the position, $t$ is the time, $E$ is the particle's energy, and $Q$ is a source term. This equation describes how a density of particles of type a evolve. The $F_{\text {diff }}$ term describes spatial diffusion of this ensemble of particles considering a diffusion coefficient $D$ (see §2.4.4.3 for details). It reads

$$
\begin{equation*}
F_{\mathrm{diff}}(\vec{r}, t, E)=-\vec{\nabla}\left[D(\vec{r}, t) \vec{\nabla} n_{a}(\vec{r}, t, E)\right] \tag{125}
\end{equation*}
$$

$F_{\text {int }}$ describes changes in the particle density due to spurious interactions:

$$
\begin{equation*}
F_{\text {int }}(\vec{r}, t, E)=\sum_{t=\{\text { targets }\}} v m_{t} \sigma_{\mathrm{at}}(E) n_{t}(\vec{r}, t, E) n_{\mathrm{a}}(\vec{r}, t, E), \tag{126}
\end{equation*}
$$

where $\sigma_{\text {ine }}(E)$ is the total inelastic cross sections (see §2.1.2) for particles of type $a, m_{t}$ is the mass of the target particles, and $n_{t}$ their number density. The term $F_{\text {dec }}$ describes possible decays of the particles of interest, if they have a finite lifetime, i.e., if $\tau_{a}<\infty$, it reads:

$$
\begin{equation*}
F_{\mathrm{dec}}\left(\vec{r}, t, E_{a}\right)=-\frac{\gamma}{\tau_{a}} n_{a}(\vec{r}, t, E) . \tag{127}
\end{equation*}
$$

Continuous energy losses are included in the equation through $F_{\text {cel }}$, which is given by

$$
\begin{equation*}
F_{\mathrm{cel}}(\vec{r}, t, E)=\frac{\partial}{\partial E}\left(\left|\frac{\mathrm{~d} E}{\mathrm{~d} t}\right| n_{a}(\vec{r}, t, E)\right) . \tag{128}
\end{equation*}
$$

The transport equation given by 124 is for particle a exclusively. However, other particles have to be modelled likewise, which might end up producing particles of type $a$. This is accounted by $F_{b \rightarrow a}$ :

$$
\begin{equation*}
F_{\mathrm{b}} \rightarrow_{\mathrm{a}}(\vec{r}, t, E)=-\sum_{b=\{\text { others }\}}\left[\int_{E}^{\infty} \mathrm{d} E_{b} \frac{\mathrm{~d} \sigma a b\left(E, E_{b}\right)}{\mathrm{d} E} n_{b}\left(\vec{r}, t, E_{b}\right)\right] n_{a}(\vec{r}, t, E) \tag{129}
\end{equation*}
$$

The actual equation to be solved is the system of $N_{a}$ equations like this. If nuclei are involved, this can get increasingly complicated because the system of equations would include all isotopes being created via, e.g., photodisintegration and spallation.

Note that the term $F_{\text {diff }}$ includes spatial diffusion due to magnetic fields. This makes the problem more difficult to be treated and is often neglected. However, it may be important even in this onedimensional treatment, since it is responsible for accounting for magnetic horizon effects [192-194]

Only in some particular cases can eq. 124 be solved analytically. This is the case of the leaky box model for GCRs (see appendix ??). In the general case some strategies have to be devised. One possibility is to transform the system of differential equations for all particles, given by eq. 124, into a vector-like expression of the form:

$$
\begin{equation*}
\frac{\partial}{\partial t} \overrightarrow{\mathcal{N}}(\vec{r}, t, E)=\overleftrightarrow{\Gamma} \cdot \overrightarrow{\mathcal{N}}(\vec{r}, t, E)+\vec{Q}(\vec{r}, t, E) \tag{130}
\end{equation*}
$$

where $\overrightarrow{\mathcal{N}}$ is

$$
\begin{equation*}
\overrightarrow{\mathcal{N}}^{T} \equiv=\left(n_{a_{1}, b_{1}} \ldots n_{a_{1}, b_{m}} \ldots n_{a_{n}, b_{1}} \ldots n_{a_{n}, b_{m}}\right) \tag{131}
\end{equation*}
$$

with the superscrip $T$ denoting the transpose of the vector. The matrix $\overleftrightarrow{\Gamma}$ encapsulates interactions and energy losses, and $\vec{Q}$ is the source term for each type of particle. Note that $\overrightarrow{\mathcal{P}}$ can be interpreted essentially as a matrix containing rates and informing whether one particle generated another that should be accounted for in its (coupled) corresponding equation. The solution can be obtained by computing a grid of energies and rates, as well as combinations of correlated processes. Each energy bin $k$ has width $\Delta E_{k+1}=E_{k+1}-E_{k}$. The equation is solved for each of these bins. A corresponding distance step (actually time) is also chosen, such that the final result is the sum over these steps.

The algorithm briefly alluded to above is used, for example, in the PriNCe code [195, 196] for UHECR propagation. Similar idea is employed in the TransportCR code [197]. A code for high-energy
gamma-ray and electron transport called DINT [164] also employs a similar idea.
These methods can only be applied to the one-dimensional case, not being suitable for the more general three-dimensional with magnetic-field effects when directional dependence is required. That is when MC methods come in handy.

### 3.3.2 Monte Carlo methods

Monte Carlo methods refer to a class of algorithms that make use of random numbers to solve a particular problem. MC simulations make use of sampling to obtain the statistical behaviour of a system or phenomenon.

MC uses (pseudo-)random numbers. A pseudo-random number generator (PRNG) takes as input some initial arbitrary value (called seed) and use some algorithm to obtain a seemingly random distribution of numbers. The use of seeds allow for reproducibility. For details on how this works, see appendix $A$.

For particle transport MC methods consist in solving the equations of motion of a particle within tiny steps including changes in momentum due to, e.g., magnetic deflections, as well as particle interactions. This is done probabilistically, on a particle-by-particle basis. The step size is an important parameter that determines both the accuracy and the speed of the simulation. Variable step sizes are desirable if the processes being investigated have a large dynamical range.

This strategy for astroparticle propagation can be split into two parts. The first consists in solving the equation of motion, without interactions, within a step. In the presence of magnetic fields and no interactions, this would mean solving eq. 25. The second part is the treatment of interactions. For continuous energy losses the particle being propagated loses an amount of energy of

$$
\begin{equation*}
\Delta E=\left|\frac{\mathrm{d} E}{\mathrm{~d} x}\right| \Delta x \tag{132}
\end{equation*}
$$

where $\Delta x$ is the step size. For stochastic processes, common algorithms sample from an exponential distribution based on the mean free path $(\lambda)$. For instance, a decision on whether the interaction occurs or not depends on a random number drawn $(0 \leq r<1)$. If

$$
\begin{equation*}
\Delta x>-\log (r) \lambda \tag{133}
\end{equation*}
$$

then an interaction takes place. Otherwise, it is important to check whether the step is sufficiently large to resolve the interaction of interest. In case it is too large, then the next step should be reduced according to some desired tolerance.

If secondaries are produced in an interaction or due to a continuous energy-loss process, they are sampled from distributions. There are a few MC methods that facilitate that, described in appendix B. The optimal choice generally requires considerations about convergence speed, which ensures that the distribution is quickly retrieved for a sample of a given size.

### 3.3.3 Codes for astroparticle propagation

Several simulation codes exist for the propagation of astroparticles in the universe. Some are transport-equation solvers, others perform Monte Carlo simulations.

For UHECRs the main codes are listed in table 3.3.3. Note that they all store secondary particles produced in the interactions, like gamma rays, electrons, and neutrinos, but except for CRPropa they
do not perform the propagation of these particles. That would require external codes.

Table 2: List of simulation codes for UHECR propagation. The type of treatment of the code, Monte Carlo (MC) or using transport equations (TE) are indicated.

| code | dimensions | approach | references |
| :--- | :--- | :--- | :--- |
| CRPropa | 1D, 3D | MC | $[119,198-202]$ |
| SimProp | 1D | MC | $[203,204]$ |
| PriNCe | 1D | TE | $[195]$ |
| TransportCR | 1D | TE | $[197]$ |

There are also codes dedicated to the transport of "lower-energy" CRs, this is, those that are not UHECRs. These are mainly GCRs, with energies below $\sim 100 \mathrm{PeV}[205,206]$. The propagation of CRs in environments other than the Galaxy, like galaxy clusters [207-210], is also described by the same underlying theory and similar computational tools could be used. Some of the existing codes are listed in table 3.3.3.

Table 3: List of simulation codes for GCR propagation. The type of treatment of the code, Monte Carlo (MC), employing grid-based transport equations (TE), or using stochastic differential equations (SDE) is indicated.

| code | approach | references |
| :--- | :--- | :--- |
| CRPropa | SDE | $[119,198-202]$ |
| GALPROP | TE | $[211,212]$ |
| DRAGON | TE | $[213-215]$ |
| PICARD | TE | $[216]$ |

Codes for gamma-ray propagation usually treat both gamma rays and electrons. Besides the approach to solving the transport (Monte Carlo vs. transport equations), these softwares differ in the energy range at which they operate. Table 3.3.3 present some of them.

Table 4: List of simulation codes for gamma-ray propagation. They also include the treatment of electron-photon interactions. The type of treatment of the code, Monte Carlo (MC) or transport equations (TE) is indicated, together with the dimensionality of the treatment (1D or 3D). If the code is only suitable for UHE ( $E \gtrsim 1-10 \mathrm{PeV}$ ), this information is also provided.

| code | dimensions | $E<E_{\text {UHE }}$ | $E>$ E UHE | approach | references |
| :--- | :--- | :--- | :--- | :--- | :--- |
| CRPropa | 1D, 3D | $\checkmark$ | $\checkmark$ | MC | $[119,198-202]$ |
| Elmag | 1D, 3D | $\checkmark$ |  | MC | $[217-219]$ |
| DINT | 1D | $\checkmark$ | $\checkmark$ | TE | $[164]$ |
| CECsi | 1D, 3D | $\checkmark$ |  | MC | $[220]$ |
| EleCa | 1D |  | $\checkmark$ | MC | $[221]$ |
| $\gamma$-cascade | 1D | $\checkmark$ |  | TE | $[222]$ |

In §4 the CRPropa framework will be described.

## 4 The CRPropa framework

CRPropa was devised to simulate the propagation of high-energy particles. It was initially conceived to study UHECRs [119, 198], but thanks to its modular design nowadays it can also perform the
transport of other particles such as electrons, photons, and neutrinos. However, it is still limited to ultrarelativistic particles, since it approximates velocities by the speed of light.

Given its widespread adoption by the CR and gamma-ray communities, CRPropa is the tool that will be taught as part of this course. In $\S 4.1$ I provide a technical overview of the code. Sections §4.2, $\S 4.3, \S 4.5$, and $\S 4.7$ describe some of the basic ingredients required to build a simulation. Comments about the analysis of the outputs at post-processing stage can be found in $\S 4.9$, together with some example simulations in $\S 4.8$.

### 4.1 Overview

CRPropa 3 [200, 201, 223, 224] is written in C++. It is a significant leap forward with respect to the previous version. It interfaces with Python through SWIG ${ }^{12}$. This enables users to directly access all of the code's functionalities directly from Python, while capitalising on the performance of $\mathrm{C}++$. SWIG also enables cross-language polymorphism, enabling users to create code extensions in Python that directly interacts with the core $\mathrm{C}++$ library.

CRPropa runs in parallel with shared memory using OpenMP ${ }^{13}$. This guarantees that some simulation ingredients like matter and magnetic-field distributions are committed to memory only once, while different threads split the job of performing the transport of particles. Moreover, only one instance of each module is loaded, since all modules are stateless.

All particles in CRPropa are passive objects of type Candidate, which are the particles. They hold information of the physical state of the particle, as well as some other auxiliary information such as step sizes, as well as flags referring to the particle state (e.g., isActive). Stateless modules act on candidates and change their properties at each step of propagation.

The ModuleList is the central engine of CRPropa. It contains the Module objects that effectively act on the candidates. A loop over the module list, together with successive iterations of the candidates until a break condition is met, are responsible for the propagation. The internal flag isActive is responsible for deciding whether a given candidate will be processed by the modules in the list. An overview of the code structure is presented in fig. 7.
add flow chart

### 4.2 Sources

Values can be assigned to the particles (or candidates) in two ways. The first is by explicitly setting all properties such as initial redshift, momentum, energy, particle type, position, etc. The second is by randomly drawing this values from some distributions, by considering a Source object. Source encapsulates all relevant details to fully characterise a candidate via a SourceFeature, which can be added directly to it via the add method.

The type of particle is assigned to the candidate using the features below.

- SourceParticleType: assigns a single type of particle to the candidate.
- SourceMultipleParticleTypes: draw the type of particle from a distribution according to their relative weights.

The energy distribution can be ascribed to the candidate in various ways, listed below.

- SourceEnergy: attribute the same energy to all candidates.
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Figure 7: Scheme illustrating CRPropa's modular structure. Each module contained in the module list acts on a particle (Candidate object). The candidate is propagated while its state is flagged active, which is controlled by observer and break conditions. These checks are performed at each cycle of the module list.

- SourcePowerLawSpectrum: randomly select the candidate's energy from a power-law distribution with a given spectral index $\alpha$, for $E_{\min } \leq E \leq E_{\max }$.
- SourceComposition: it is the same as SourcePowerLawSpectrum but considering a maximum rigidity $\left(R_{\max }\right)$ for the particles, instead of a maximum energy $\left(E_{\max }\right)$. It also specifies the composition and its relative abundance, rendering SourceMultipleParticleTypes and SourceParticleType useless.

The spatial distribution of sources is arguably one of the most important aspects of modelling, given its evident impact on any analysis. Therefore, an extensive list of tools to attribute source positions to candidates is available, some of which are shown below.

- SourcePosition: specifies the position vector (Vector3d) of a source.
- SourceMultiplePositions: randomly selects position vectors from a list of positions representing individual sources, which can have different weights (luminosity).
- SourceUniform1D: randomly draws the distance of a source from a uniform distribution and assigns it to the $x$-coordinate of the position vector.
- SourceUniformSphere: the initial position vector of the candidate is taken from a uniform distribution within a spherical volume.
- SourceUniformShell: position vectors are randomly chosen somewhere on the surface of a sphere of a given radius.
- SourceUniformHollowSphere: the position vectors are chosen uniformly in the volume of the gap between two spherical shells.
- SourceUniformBox: same as SourceUniformSphere, but considering the volume of a cube instead of a sphere.
- SourceUniformCylinder: same as SourceUniformSphere, but considering the volume of a cylinder instead of a sphere.
- SourceSNRDistribution: the position vector of the candidate is randomly assigned following the distribution of supernova remnants in the Milky Way, according to ref. [225].
- SourcePulsarDistribution: this provides the spatial distribution of pulsars in the Galaxy according to ref. [], with an additional improvement in the radial component owing to ref. [226].
- SourceDensityGrid: randomly draws the source position from a grid in which each cell describes the relative probability of that region with respect to all the others.
- SourceDensityGrid1D: same as SourceDensityGrid, but only the $x$-coordinate of the position vectors are attributed to the candidate.

In more advanced simulations like the three-dimensional case, the initial direction of the candidate has to be carefully selected considering that it determines the arrival directions. A list of available resources is shown below.

- SourceDirection: specify the (normalised) vector describing the direction of motion of a particle.
- SourceIsotropicEmission: the emission direction is randomly chosen assuming equal probabilities in all directions.
- SourceEmissionCone: the emission vector is chosen randomly within a given angle around a reference direction.
- SourceDirectedEmission: the emission direction is drawn from a von-Mises-Fisher distribution. This is particularly useful for the targeting method to speed up three-dimensional simulations, described in ??.

To specify the redshift of a candidate, several functionalities are available, as described below.

- SourceRedshift: a fixed initial redshift is assigned to a candidate.
- SourceUniformRedshift: draws the initial redshift from a uniform distribution within a given interval.
- SourceRedshiftEvolution: the redshift of the candidate is randomly chosen from a powerlaw distribution within a given redshift interval, according to $(1+z)^{m}$, wherein $m$ is a constant. For more details on the treatment of cosmological effects within CRPropa, see §??.


### 4.3 Observers

So far it has become clear that CRPropa can be used as an event generator mimicking astrophysical sources of high-energy particles. These particles can then be tracked. But how do we mimic a real-word detection? For that we can use an object of type Observer, which acts as a detector of sorts. It serves as a geometrical breaking condition that enable some actions to be triggered when a candidate crosses its boundary (i.e., upon detection). One such action is to store the candidate information, saving it to a file.

For an Observer, particles can have one of three states, NOTHING, DETECTED, VETO. All candidates are in the former state until an ObserverFeature changes it.

An observer can be omnipresent, detecting all particles everywhere at all times. This is what ObserverDetectAll does. However, this is not always practical considering the amount of information to be stored, the bulk of which is not even useful. For this reason, it is often convenient to define the observer as a spatial object, with a corresponding geometry (e.g., sphere, cube, plane, etc). This is exactly what ObserverSurface does. It changes flags as DETECTED a particle that crossed the surface boundary.

Observer1D is a specific type of observer suitable for one-dimensional simulations. It detects particles when they reach $x=0$, neglecting the other components of the candidate's position vector.

In some cases users might want to simply ignore some particles that are actually detected by an observer. For instance, the study requires information of only photons and not electrons, of neutrinos and not nuclei. In this case, the state VETO is assigned to candidates that are detected.

There are several types of vetos to ignore specific types of particles. They can all be added to the same observer. ObserverNucleusVeto changes the state of detected atomic nuclei to VETO. The same is done by ObserverNeutrinoVeto, ObserverPhotonVeto, and ObserverElectronVeto. For other types of particles, ObserverParticleIdVeto vetoes all particles with a specific particle id.

A Candidate contains information about its intrinsic state (active or inactive). If it became inactive for some reason (like exiting a region of interest, for example), it could be useful to store their properties and ignore all the active ones with an specific observer. This functionality is provided by ObserverInactiveVeto.

An observer need not be a purely spatial geometrical object. It can also be time-dependent. This is the case of ObserverRedshiftWindow, which flags as DETECTED candidates that arrive with redshift between $z_{\text {min }}$ and $z_{\text {max }}$, provided by the user.

When the time evolution of a particle density is needed, ObserverTimeEvolution detects candidates in arbitrary (linearly or logarithmically spaced, or custom) time intervals. It also limits the size of the next step to prevent overshooting of the time windows.

Reaching the observer is a natural breaking condition: once a candidate is detected, there is no
longer a need to keep tracking it. However, sometimes it is useful to keep them active, as in the case of multiple observers concomitantly acting in a single simulation. In this case, the observer has to be ordered to keep the candidate active even after detection. This is achieved with the method setDeactivateOnDetection(False).

An Observer can dump information of all candidates into a file. This can be done using the method onDetection(output). Here output is an object indicating the type of output that will be stored: ShellOutput (print to the shell), TextOutput, HDF5Output. Another possibility is to use a ParticleCollector, which is a temporary memory buffer that stores particle information for later internal usage.

### 4.4 Propagation modules

Four modes of propagation are available in CRPropa.
SimplePropagation is the simplest mode of propagation, suitable for one-dimensional applications or whenever magnetic deflections can be ignored. At each step $k$ of size $\Delta x_{k}$, it does computes $\vec{r}_{k+1}=\vec{r}_{k}+\Delta x_{k} \hat{p}$, where $\vec{r}_{k}$ is the position vector at the $k$-th step, and $\hat{p}$ is the normalised momentum.

Whenever one requires to resolve trajectories subject to a Lorentz force, PropagationCK is a suitable option. This three-dimensional propagation implements an adaptative Runge-Kutta algorithm, described in §3.2.1, with Cash-Karp coefficients [185].

A new feature implemented in CRPropa 3.2 [201] is the Boris push algorithm, already described in §3.2.2 through the PropagationBP module. This is currently the recommend algorithm recommended by the CRPropa Developers.

### 4.5 Break conditions

Breaking conditions are an essential part of the algorithm, providing the stopping condition for the simulation. In their absence, the simulation would go on indefinitely. The state of a candidate is changed from active to inactive when it meets a breaking conditions.

A candidate will no longer be tracked by the code if at least one of these conditions are met:

- MaximumTrajectoryLength: the trajectory length described by this particle is too large;
- MinimumEnergy: the candidate's energy dropped below a given threshold;
- MinimumRigidity: its rigidity dropped below a given threshold;
- the particle crosses a given boundary;
- MinimumRedshift: the redshift of the candidate is smaller than a threshold value;
- MinimumChargeNumber: the candidate has a charge ${ }^{14}$ smaller than a given value.

The list above is not exhaustive. For more details, see CRPropa's documentation.

### 4.6 Cosmology

CRPropa implements the usual concordance ^cold dark matter (CDM) cosmological model. The default cosmological parameters inferred by the Planck satellite [227], but this can be changed by the user.

Internally the code treats distances as comoving, by default. To enable fast conversion between distance measures (e.g., comoving, light-travel, luminosity), simple interpolations are performed for values in the range $10^{-4}<z<100$, spaced logarithmically.

[^11]In CRPropa, redshift $(z)$ is used as a measure of time through equation 103. This quantity can be optionally used for various purposes. It can be attribute to a candidate by using the corresponding source features.

Because redshift is a measure of time, as opposed to distance, a source at a given distance $D$ will only have a redshift $z$ that corresponds to this distance, following eq. 103 , if the simulation is one-dimensional and time delays incurred by magnetic fields are absent.

Adiabatic energy losses due to the expansion of the universe are implemented in the Redshift module. Note that the notion of negative redshift is allowed within the code, making it possible to treat $z<0$. Physically this would translate into a future observation of the particle.

### 4.7 Particle interactions and decays

The interaction modules implement physical interactions between particles. They decide whether the kinematic state of a particle changes at a given time, and can also produce secondary particles. Two types of algorithms are employed, depending on the interaction. Some processes are described in the continuous energy-loss approximation ( §3.3.1) for performance reasons, whereas for others an entirely Monte Carlo approach is used, as described in §3.3.2.

Interaction processes in CRPropa rely on pre-computed interaction rate tables. The scripts for their calculation can be seen in the CRPropa3-data repository ${ }^{15}$. These tables are automatically download when CRPropa is installed.

Stochastic interactions treated with a Monte Carlo approach are treated as follows. At each step the interaction rate, or conversely the interaction length ( $\lambda$ ), for a candidate of energy $E$ is read from the look-up tables. The probability that the particle will not undergo an interaction is decided, following the description from §3.3.2.

One important aspect of the interaction modules is that the modules limit the size of the next propagation step to ensure that the process is properly resolved in space. This means that wherever interaction rates are larger, step sizes are smaller. The user can choose the tolerance above which the size of the next step will be limited. The default value is $10 \%$ for the ratio between the current step size and the interaction length. For the continuous energy-loss processes the energy loss is simply $\Delta E=\mathrm{d} E / \mathrm{d} x \Delta x$, where $\mathrm{d} E / \mathrm{d} x$ is theoretically known, and $\Delta x$ is the step size. Similarly to the stochastic processes, the next step is also limited according to the same criteria.

CRPropa contains a list of pre-implemented interactions. They are generally sufficient to describe the propagation of UHECRs, gamma rays, and electrons over cosmological distances. Extragalactic background radiation fields from the CMB, EBL, and CRB are implemented by default (see §2.3.1). Custom isotropic radiation fields can also be implemented by the user. The interactions currently implemented are shown in figure 8.

Below the implemented interactions are described. The underlying details of these processes are described in §2, from a theoretical viewpoint.

### 4.7.1 Photopion production

The production of mesons due to photonuclear interactions is described in §2.6.2. The most important of these processes for most applications is photopion production.
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Figure 8: Diagram describing the interactions and energy-loss processes implemented in CRPropa, for different types of particles. Figure taken from ref. [201].

CRPropa uses the SOPHIA $[228,229]$ event generator to model the interaction between nucleons (protons and neutrons) and photons. The cross section for this is shown in fig. 6. In the case of nuclei, the mean free path is approximated as a superposition of those for protons $\left(\lambda_{p}\right)$ and for neutrons $\left(\lambda_{p}\right)$ :

$$
\begin{equation*}
\lambda(E) \approx 1.18\left[Z^{a} \lambda_{p}^{-1}\left(\frac{E}{A}\right)+N^{a}+\lambda_{n}^{-1}\left(\frac{E}{A}\right)\right]^{-1} \tag{134}
\end{equation*}
$$

where $N=A-Z$ is the number of neutrons in the nucleus, and $a=2 / 3$ if $A \leq 8$ or $a=1$ otherwise. This approximation neglects the Fermi motion within the nucleus. It also does not take into account possible spectral changes in the resonances. However, it leads to errors smaller than $\sim 20 \%$ for UHECR propagation [119].

### 4.7.2 Bethe-Heitler pair production

This process, described in $\S 2.6 .1$, is implemented in the continuous energy-loss approximation. For nuclei, the energy-loss length is scaled with respect to that of protons:

$$
\begin{equation*}
\left[\frac{1}{E} \frac{\mathrm{~d} E}{\mathrm{~d} x}\right]_{Z} \mathrm{x}=\frac{Z^{2}}{A}\left[\frac{1}{E} \frac{\mathrm{~d} E}{\mathrm{~d} x}\right]_{p} \tag{135}
\end{equation*}
$$

### 4.7.3 Photodisintegration

The first versions of CRPropa [198] before 1.3 did not allow for the propagation of nuclei. This was implemented later [230, 231], and released with CRPropa 2 [119]. The underlying theory is described
in §2.6.3.
Cross sections for this process are taken from multiple sources. For nuclei with $A<12$, the sources and details are listed in table 5.

Table 5: References for the photodisintegration cross sections for nuclei with $A<12$. Table adapted from ref. [231].

| nucleus | reference | details |
| :--- | :--- | :--- |
| ${ }^{2} \mathrm{H}$ | $[232]$ |  |
| ${ }^{3} \mathrm{H}$ | $[232]$ | rescaled by factor 1.7 |
| ${ }^{3} \mathrm{He}$ | $[232]$ | rescaled by factor 0.66 |
| ${ }^{4} \mathrm{H}$ | $[232]$ |  |
| ${ }^{7} \mathrm{Li}$ | $[233,234]$ | interpolation of measured data |
| ${ }^{8} \mathrm{Li}$ | $[235]$ | loss of neutron |
| ${ }^{9} \mathrm{Li}$ | $[235]$ | loss of neutron |
| ${ }^{7} \mathrm{Be}$ | $[235]$ | loss of proton |
| ${ }^{9} \mathrm{Be}$ | $[232,236]$ | parametrization from [232], refitted with data from $[236]$ |
| ${ }^{10} \mathrm{Be}$ | $[235]$ | loss of neutron |
| ${ }^{11} \mathrm{Be}$ | $[235]$ | loss of neutron |
| ${ }^{8} \mathrm{~B}$ | $[235]$ | loss of proton |
| ${ }^{10} \mathrm{~B}$ | $[235]$ | loss of neutron and proton |
| ${ }^{11} \mathrm{~B}$ | $[235]$ | loss of neutron |
| ${ }^{9} \mathrm{C}$ | $[235]$ | loss of proton |
| ${ }^{10} \mathrm{C}$ | $[235]$ | loss of proton |
| ${ }^{11} \mathrm{C}$ | $[235]$ | loss of proton |

For $A \geq 12$, photonuclear cross sections are retrieved from the TALYS code [126, 237-239], in particular version 1.8 (for CRPropa 3.2).

Based on the the individual exclusive cross sections computed, it is possible to obtain the number of channels for each nucleus-photon interaction and the total cross sections. To reduce the number of channels and therefore the memory requirements of the code, only channels that contribute with at least $1 \%$ to the total cross section are considered; the others are discarded.

### 4.7.4 Nuclear decay

Nuclear decay modules in CRPropa include alpha, beta, and gamma decays, as well as neutron and proton dripping (see §2.5).

In CRPropa the treatment of nuclear decays is based on tabulated values obtained from the NuDat 2.6 database $[106,107]$, which provides data for nuclear lifetimes as well as number of decay channels.

### 4.7.5 Elastic scattering

Being an important channel for the production of photons, elastic scattering (see $\S 2.6 .4$ ) has been recently incorporated into CRPropa [240, 241] and released with CRPropa 3.2 [201]. A more detailed theoretical description of this process is given in $\S 2.6 .4$.

The cross sections for this process are also extracted from the TALYS code, like those for photodisintegration. It would be computationally expensive to build and load tables relating the outgoing
photon energy to the primary nucleus energy for all photon backgrounds. Therefore, to reduce memory consumption the average cross section for all isotopes of a given element is computed and scaled by a factor $Z(A-Z) / A$.

The energy of the background photon scattered by the nucleus has a probability distribution function (PDF) given by [240]:

$$
\begin{equation*}
p\left(\gamma, \varepsilon^{\prime}\right)=\frac{\mathrm{d} \lambda^{-1}\left(\gamma, \varepsilon^{\prime}\right)}{\mathrm{d} \varepsilon^{\prime}}, \tag{136}
\end{equation*}
$$

where $\gamma$ is the Lorentz factor of the nucleus and $\varepsilon^{\prime}$ is the energy of the photon in the nucleus rest frame. The cumulative distribution function (CDF) obtained from this PDF is provided as lookup table, and by using inversion sampling the energy of the up-scattered photon can be retrieved, followed by a Lorentz boost to transform it back to the laboratory frame.

### 4.7.6 Electromagnetic interactions

Electromagnetic processes of the type $X+\gamma_{\mathrm{bg}}$, where $X=\left\{\gamma, e^{+}, e^{-}\right\}$are implemented in CRPropa in a similar way. They are:

- Breit-Wheeler pair production (see §2.8.1);
- inverse Compton scattering (see §2.8.2);
- double pair production (see §2.8.3);
- triplet pair production (see $\S 2.8 .4$ ).

All of these load interaction rate tables for each background photon field to determine whether the interaction will happen.

The energies of the particles produced are interpolated from look-up tables containing tabulated the PDF corresponding to the differential interaction rates. This allows the sampling of the energy fractions taken by each of the final particles.

Starting off with a (high-energy) photon, successive pair production and inverse Compton interactions create an electromagnetic cascade. For each pair production, two particles are created, one electron and one positron. Therefore, the total number of particles would increase as $2^{N}$, wherein $N$ is the number of interactions taking place. For this reason, a thinning procedure was implemented, inspired by ref. [218].

Suppose a secondary particle produced through these processes carries a fraction $y$ of the energy of the primary. The thinning algorithm draws a random number $(r)$ and decides whether or not to accept this particle. For a thinning parameter $\eta$, with $\eta \in[0,1]$, if $r<(1-y)^{\eta}$, the particle continues to be tracked; otherwise it is inactivated. For $\eta=0$ there is no thinning, whereas for $\eta=1$ this weighted sampling is maximum. If the particle is accepted, its weighted is updated by a factor $y^{-\eta}$. Note that these weights should be taken into account in the post-processing (see §4.9) of the simulations. $\eta$ should be chosen according to the problem at hand, to maximise both performance and accuracy for a finite-sized sample.

### 4.7.7 Synchrotron emission

The energy-loss length for synchrotron emission is described in §2.10.1 through eq. 96. In CRPropa this is implemented as a continuous energy-loss process. At each step, the magnetic field $(\vec{B})$ is evaluated at its centre. After propagating a small distance $s$ corresponding to the step size, at the end of the step the charged particle will have lost an amount of energy $\Delta E=|\mathrm{d} E / \mathrm{d} x| \Delta x$.

The synchrotron radiation emitted has to add up to the total energy budget available, $\Delta E$. Its spectrum is given in $\S 2.10 .1$, considering the asymptotic limit, wherein $F(y) \gg G(y)$ (see eqs. 98 and 99).

While CRPropa can treat this process, if individual synchrotron photons are added and later propagated, memory overflows are expected due to the copious amounts of these particles produced at each step.

### 4.8 Some examples

### 4.8.1 A charged particle in a magnetic field

### 4.8.2 Backtracking UHECRs in the Milky Way

### 4.8.3 Extragalactic propagation of UHECRs

### 4.8.4 Gamma-ray-induced electromagnetic cascades

### 4.8.5 Cosmogenic neutrinos

### 4.9 Postprocessing the simulations

### 4.10 Extending CRPropa

CRPropa's modular structure make enable the development of extensions that interface with the current software infrastructure. This allows for a plethora of applications to astrophysics and particle physics.

These extensions are organised as plugins, which depend on CRPropa and can be seemingly integrated with it. Some examples are listed below.

### 4.10.1 Plasma instabilities

GRP1Inst ${ }^{16}$ is a CRPropa plugin that implements energy losses to electrons due to the plasma instabilities resulting from the backreaction of the medium [242]. This is particularly important when studying gamma-ray-induced electromagnetic cascades in the intergalactic medium (for more details see ref. [17]).

It is implemented as a continuous energy-loss process. At the end of each step the electrons will have lost an energy

$$
\begin{equation*}
\Delta E=\left|\frac{\mathrm{d} E}{\mathrm{~d} x}\right| \Delta x . \tag{137}
\end{equation*}
$$

The exact value of $\Delta E$ depends on the energy of the electron and on the plasma instability model, which generally depend on the density ( $n_{I G M}$ ) and temperature ( $T_{I G M}$ ) of the intergalactic medium, as well as on the luminosity ( $L_{\text {beam }}$ ) of the electron beam. They are shown in fig. 9 for a set of parameters.

### 4.10.2 Lorentz invariance violation in the electromagnetic sector

### 4.10.3 Axion-like particles
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Figure 9: The figure shows the energy-loss rate due to plasma instabilities at $z=0$. The models implemented in GRPIInst are shown [243-247] for the parameters indicated. The rate of inverse Compton scattering is also shown for reference.

## 5 Outlook

## A Random number generators

Pseudo-random number generators (PRNGs) are a class of algorithms for generating a sequence of numbers that, collectively, resemble a sequence of random numbers. They started to be required for computational applications in the late 1940s [248].

Sequences generated by PRNGs are not truly random. The seed, which is the initial value provided, completely determines the whole sequence of numbers. This sequence starts to repeat itself after a given period, which depends on the details of the PRNG algorithm being employed. Therefore, PRNGs are deterministic, in the sense that for a fixed seed the same sequence of numbers can be generated, and periodic, which means that the sequence will eventually repeat itself.

In §A. 1 one of the arguably simplest PRNG is presented. §A. 2 describes a widely use algorithm, the Mersenne Twister.

## A. 1 Linear congruential generator

The linear congruential generator (LCG) is one of the simplest PRNG algorithms available. The $k$-th number of the sequence $\left(x_{k}\right)$ is generated based on the previous ones, considering the initial value $x_{0}$ (the seed). They are defined through the recurrence relation

$$
\begin{equation*}
x_{k+1}=\left(a x_{k}+b\right) \quad \bmod m \tag{138}
\end{equation*}
$$

where $a(0<a<m)$ is the multiplier, $b(0 \leq b<m)$ is the increment, and $m(m>0)$ is the modulus, which is the remainder of a division between any two numbers.

The first LCG was a multiplicative congruential generator, with $b=0$ in eq. 138 [249]. The more general form expressed by this equation was published a few years thereafter [250, 251].

## A. 2 Mersenne twister

Mersenne twister (MT) is a well-known algorithm for generating (pseudo-)random numbers [252]. Historically, it was motivated due to the limitations of earlier PRNGs.

MT is a fast generator with period chosen to be a Mersenne prime, of the form $2^{N}-1$. In the most common implementation, MT19937, $N=$ 19937, for a 32 -bit word length. There are also 64 -bit versions.

This algorithm is excessively complex to be briefly summarised here. The interest readers are referred to

## B Monte Carlo sampling methods

Inversion sampling is arguably the simplest algorithm. For a distribution $(f(x))$ corresponding to the PDF of a function, it is straightforward to compute the CDF $(F(x))$. Then a random number $(r)$ is generated. Since both $F(x)$ and $r$ have the same domain, a sample of $x$ can be obtained: $x=F^{-1}(r)$. The main disadvantage of this method is that very few distributions possess CDF whose inverse can be easily and efficiently evaluated.

Another commonly used method is rejection sampling. It relies on creating a proposal function $g(x)$. A pair of random number $\left(r_{x}, r_{g}\right)$ is uniformly drawn for a given range of interest. A sampled value of $x$ is accepted if $r_{g}<f\left(r_{x}\right)$. Depending on the shape of the proposal function $g(x)$, this can lead to long computational times.

Importance sampling is a generally more robust sampling strategy. It relies on reweighting the desired distribution $f(x)$ with a given function $w(x)$, as follows:

$$
\begin{equation*}
f(x) \mathrm{d} x=\frac{f(x)}{w(x)} w(x) \mathrm{d} x . \tag{139}
\end{equation*}
$$

This means that a sample is drawn from a proposal distribution and reweighted to attribute higher weights to values that are more typical, but using a function that is easier to sample.

## Bibliography

[1] AMS Collaboration, Precision Measurement of the Boron to Carbon Flux Ratio in Cosmic Rays from 1.9 GV to 2.6 TV with the Alpha Magnetic Spectrometer on the International Space Station, Physical Review Letters 117 (2016) 231102.
[2] R. Alves Batista, J. Biteau, M. Bustamante, K. Dolag, R. Engel, K. Fang, K.-H. Kampert, D. Kostunin, M. Mostafa, K. Murase, G. Sigl, F. Oikonomou, A. V. Olinto, M. I. Panasyuk, A. Taylor, and M. Unger, Open Questions in Cosmic-Ray Research at Ultrahigh Energies, Frontiers in Astronomy and Space Science 6 (2019) 23, [arXiv:1903.06714].
[3] IceCube Collaboration, Evidence for High-Energy Extraterrestrial Neutrinos at the IceCube Detector, Science 342 (2013) 1242856, [arXiv:1311.5238].
[4] IceCube Collaboration, Neutrino emission from the direction of the blazar TXS 0506+056 prior to the IceCube-170922A alert, Science 361 (2018) 147-151, [arXiv:1807.08794].
[5] F. Massaro, D. J. Thompson, and E. C. Ferrara, The extragalactic gamma-ray sky in the Fermi era, Astronomy and Astrophysics Review 24 (2015) 2, [arXiv:1510.07660].
[6] LIGO Scientific Collaboration and Virgo Collaboration, Observation of Gravitational Waves from a Binary Black Hole Merger, Physical Review Letters 116 (2016) 061102, [arXiv:1602.03837].
[7] T. K. Gaisser, R. Engel, and E. Resconi, Cosmic Rays and Particle Physics. Cambridge University Press, 2016.
[8] E. Rutherford, Lxxix. the scattering of $\alpha$ and $\beta$ particles by matter and the structure of the atom, The London, Edinburgh, and Dublin Philosophical Magazine and Journal of Science 21 (1911) 669-688, [https://doi.org/10.1080/14786440508637080].
[9] R. J. Protheroe and P. L. Biermann, A new estimate of the extragalactic radio background and implications for ultra-high-energy $\gamma$-ray propagation, Astroparticle Physics 6 (1996) 45-54, [astro-ph/9605119].
[10] I. C. Nițu, H. T. J. Bevins, J. D. Bray, and A. M. M. Scaife, An updated estimate of the cosmic radio background and implications for ultra-high-energy photon propagation, Astroparticle Physics 126 (2021) 102532, [arXiv: 2004.13596].
[11] D. J. Fixsen, A. Kogut, S. Levin, M. Limon, P. Lubin, P. Mirel, M. Seiffert, J. Singal, E. Wollack, T. Villela, and C. A. Wuensche, ARCADE 2 Measurement of the Absolute Sky Brightness at 3-90 GHz, The Astrophysical Journal 734 (2011) 5, [arXiv:0901.0555].
[12] R. C. Gilmore, R. S. Somerville, J. R. Primack, and A. Domínguez, Semi-analytic modelling of the extragalactic background light and consequences for extragalactic gamma-ray spectra, Monthly Notices of the Royal Astronomical Society 422 (2012) 3189-3207, [arXiv:1104.0671].
[13] A. Domínguez, J. R. Primack, D. J. Rosario, F. Prada, R. C. Gilmore, S. M. Faber, D. C. Koo, R. S. Somerville, M. A. Pérez-Torres, P. Pérez-González, J. S. Huang, M. Davis, P. Guhathakurta, P. Barmby, C. J. Conselice, M. Lozano, J. A. Newman, and M. C. Cooper, Extragalactic background light inferred from AEGIS galaxy-SED-type fractions, Monthly Notices of the Royal Astronomical Society 410 (2011) 2556-2578, [arXiv:1007.1459].
[14] J. D. Finke, S. Razzaque, and C. D. Dermer, Modeling the Extragalactic Background Light from Stars and Dust, The Astrophysical Journal 712 (2010) 238-249, [arXiv:0905.1115].
[15] A. Franceschini, G. Rodighiero, and M. Vaccari, Extragalactic optical-infrared background radiation, its time evolution and the cosmic photon-photon opacity, Astronomy and Astrophysics 487 (2008) 837-852, [arXiv:0805.1841].
[16] F. W. Stecker, S. T. Scully, and M. A. Malkan, An Empirical Determination of the Intergalactic Background Light from UV to FIR Wavelengths Using FIR Deep Galaxy Surveys and the Gamma-Ray Opacity of the Universe, The Astrophysical Journal 827 (2016) 6, [arXiv:1605.01382].
[17] R. Alves Batista and A. Saveliev, The Gamma-Ray Window to Intergalactic Magnetism, Universe 7 (2021) 223, [arXiv:2105.12020].
[18] Planck Collaboration, Planck 2018 results. VI. Cosmological parameters, Astronomy and Astrophysics 641 (2020) A6, [arXiv: 1807.06209].
[19] M. G. Hauser and E. Dwek, The Cosmic Infrared Background: Measurements and Implications, Annual Review of Astronomy and Astrophysics 39 (2001) 249-307, [astro-ph/0105539].
[20] A. Kashlinsky, Cosmic infrared background and early galaxy evolution, Physics Reports 409 (2005) 361-438, [astro-ph/0412235].
[21] G. Lagache, J.-L. Puget, and H. Dole, Dusty Infrared Galaxies: Sources of the Cosmic Infrared Background, Annual Review of Astronomy \& Astrophysics 43 (2005) 727-768, [astro-ph/0507298].
[22] A. Franceschini, L. Foffano, E. Prandini, and F. Tavecchio, Very high-energy constraints on the infrared extragalactic background light, Astronomy and Astrophysics 629 (2019) A2,
[arXiv:1907.03666].
[23] CTA Consortium, Science with the Cherenkov Telescope Array. World Scientific, 2019.
[24] R. Alves Batista, D. Boncioli, A. di Matteo, A. van Vliet, and D. Walz, Effects of uncertainties in simulations of extragalactic UHECR propagation, using CRPropa and SimProp, Journal of Cosmology and Astroparticle Physics 10 (2015) 063, [arXiv:1508.01824].
[25] R. Alves Batista, D. Boncioli, A. di Matteo, and A. van Vliet, Secondary neutrino and gamma-ray fluxes from SimProp and CRPropa, Journal of Cosmology and Astroparticle Physics 5 (2019) 006, [arXiv:1901.01244].
[26] T. M. Kneiske and H. Dole, A lower-limit flux for the extragalactic background light, Astronomy and Astrophysics 515 (2010) A19, [arXiv:1001.2132].
[27] S. P. Driver, S. K. Andrews, L. J. Davies, A. S. G. Robotham, A. H. Wright, R. A. Windhorst, S. Cohen, K. Emig, R. A. Jansen, and L. Dunne, Measurements of Extragalactic Background Light from the Far UV to the Far IR from Deep Ground- and Space-based Galaxy Counts, The Astrophysical Journal 827 (2016) 108, [arXiv:1605.01523].
[28] A. Franceschini and G. Rodighiero, The extragalactic background light revisited and the cosmic
photon-photon opacity, Astronomy and Astrophysics 603 (2017) A34, [arXiv:1705.10256].
[29] A. Saldana-Lopez, A. Domínguez, P. G. Pérez-González, J. Finke, M. Ajello, J. R. Primack, V. S. Paliya, and A. Desai, An observational determination of the evolving extragalactic background light from the multiwavelength HST/CANDELS survey in the Fermi and CTA era, arXiv e-prints (2020) arXiv:2012.03035, [arXiv:2012.03035].
[30] A. Cooray, Extragalactic background light measurements and applications, Royal Society Open Science 3 (2016) 150555, [arXiv:1602.03512].
[31] T. Matsumoto, On the origin of the optical and near-infrared extragalactic background light, Proceedings of the Japan Academy, Series B 96 (2020) 335-350, [arXiv:2009.10307].
[32] K. Kawara, Y. Matsuoka, K. Sano, T. D. Brandt, H. Sameshima, K. Tsumura, S. Oyabu, and N. Ienaka, Ultraviolet to optical diffuse sky emission as seen by the Hubble Space Telescope Faint Object Spectrograph, Publications of the Astronomical Society of Japan 69 (2017) 31, [arXiv:1701.00885].
[33] K. Sano, S. Matsuura, K. Yomo, and A. Takahashi, The Isotropic Interplanetary Dust Cloud and Near-infrared Extragalactic Background Light Observed with COBE/DIRBE, The Astrophysical Journal 901 (2020) 112, [arXiv:2008.04932].
[34] Y. Matsuoka, N. Ienaka, K. Kawara, and S. Oyabu, Cosmic Optical Background: The View from Pioneer 10/11, The Astrophysical Journal 736 (2011) 119, [arXiv:1106.4413].
[35] M. Zemcov, P. Immel, C. Nguyen, A. Cooray, C. M. Lisse, and A. R. Poppe, Measurement of the cosmic optical background using the long range reconnaissance imager on New Horizons, Nature Communications 8 (2017) 15003, [arXiv:1704.02989].
[36] T. R. Lauer, M. Postman, H. A. Weaver, J. R. Spencer, S. A. Stern, M. W. Buie, D. D. Durda, C. M. Lisse, A. R. Poppe, R. P. Binzel, D. T. Britt, B. J. Buratti, A. F. Cheng, W. M. Grundy, M. Horányi, J. J. Kavelaars, I. R. Linscott, W. B. McKinnon, J. M. Moore, J. I. Núñez, C. B. Olkin, J. W. Parker, S. B. Porter, D. C. Reuter, S. J. Robbins, P. Schenk, M. R. Showalter, K. N. Singer, A. J. Verbiscer, and L. A. Young, New Horizons Observations of the Cosmic Optical Background, The Astrophysical Journal 906 (2021) 77, [arXiv:2011.03052].
[37] C. J. Conselice, A. Wilkinson, K. Duncan, and A. Mortlock, The Evolution of Galaxy Number Density at z < 8 and Its Implications, The Astrophysical Journal 830 (2016) 83, [arXiv:1607.03909].
[38] K. Mattila and P. Väisänen, Extragalactic background light: inventory of light throughout the cosmic history, Contemporary Physics 60 (2019) 23-44, [arXiv:1905.08825].
[39] R. Hill, K. W. Masui, and D. Scott, The Spectrum of the Universe, Applied Spectroscopy 72 (2018) 663-688, [arXiv:1802.03694].
[40] R. Conn Henry, J. Murthy, J. Overduin, and J. Tyler, The Mystery of the Cosmic Diffuse Ultraviolet Background Radiation, The Astrophysical Journal 798 (2015) 14, [arXiv:1404.5714].
[41] R. Conn Henry, J. Murthy, and J. Overduin, Discovery of an lonizing Radiation Field in the Universe, arXiv:1805.09658.
[42] M. S. Akshaya, J. Murthy, S. Ravichandran, R. C. Henry, and J. Overduin, Components of the diffuse ultraviolet radiation at high latitudes, Monthly Notices of the Royal Astronomical Society 489 (2019) 1120-1126, [arXiv:1908.02260].
[43] J. Murthy, M. S. Akshaya, and S. Ravichandran, The Diffuse Ultraviolet and Optical Background: Status and Future Prospects, arXiv e-prints (2019) arXiv:1909.05325, [arXiv:1909.05325].
[44] B. Welch, S. McCandliss, and D. Coe, Galaxy Cluster Contribution to the Diffuse Extragalactic Ultraviolet Background, The Astronomical Journal 159 (2020) 269, [arXiv:2004.09401].
[45] J. Singal, J. Haider, M. Ajello, D. R. Ballantyne, E. Bunn, J. Condon, J. Dowell, D. Fixsen, N. Fornengo, B. Harms, G. Holder, E. Jones, K. Kellermann, A. Kogut, T. Linden, R. Monsalve, P. Mertsch, E. Murphy, E. Orlando, M. Regis, D. Scott, T. Vernstrom, and L. Xu, The Radio Synchrotron Background: Conference Summary and Report, Publications of the Astronomical Society of the Pacific 130 (2018) 036001, [arXiv:1711.09979].
[46] J. Singal, $Ł$. Stawarz, A. Lawrence, and V. Petrosian, Sources of the radio background considered, Monthly Notices of the Royal Astronomical Society 409 (2010) 1172-1182, [arXiv:0909.1997].
[47] T. Vernstrom, D. Scott, and J. V. Wall, Contribution to the diffuse radio background from extragalactic radio sources, Monthly Notices of the Royal Astronomical Society 415 (2011) 3641-3648, [arXiv:1102.0814].
[48] G. P. Holder, The Unusual Smoothness of the Extragalactic Unresolved Radio Background,

The Astrophysical Journal 780 (2014) 112, [arXiv:1207.0856].
[49] J. Kehayias, T. W. Kephart, and T. J. Weiler, The excess radio background and fast radio transients, Journal of Cosmology and Astroparticle Physics 2015 (2015) 053, [arXiv:1509.00011].
[50] R. Jana, B. B. Nath, and P. L. Biermann, Radio background and IGM heating due to Pop III supernova explosions, Monthly Notices of the Royal Astronomical Society 483 (2019) 5329-5333, [arXiv:1812.07404].
[51] R. Subrahmanyan and R. Cowsik, Is there an Unaccounted for Excess in the Extragalactic Cosmic Radio Background?, The Astrophysical Journal 776 (2013) 42, [arXiv:1305.7060].
[52] N. Fornengo, R. A. Lineros, M. Regis, and M. Taoso, The isotropic radio background revisited, Journal of Cosmology and Astroparticle Physics 2014 (2014) 008, [arXiv:1402.2218].
[53] T. Vachaspati, Estimate of the Primordial Magnetic Field Helicity, Physical Review Letters 87 (2001) 251302, [astro-ph/0101261].
[54] A. Saveliev, K. Jedamzik, and G. Sigl, Evolution of helical cosmic magnetic fields as predicted by magnetohydrodynamic closure theory, Physical Review D 87 (2013) 123001, [arXiv:1304.3621].
[55] A. Kolmogorov, The Local Structure of Turbulence in Incompressible Viscous Fluid for Very Large Reynolds' Numbers, Akademiia Nauk SSSR Doklady 30 (1941) 301-305.
[56] A. N. Kolmogorov, The Local Structure of Turbulence in Incompressible Viscous Fluid for Very Large Reynolds Numbers, Proceedings of the Royal Society of London Series A 434 (1991) 9-13.
[57] P. S. Iroshnikov, Turbulence of a Conducting Fluid in a Strong Magnetic Field, Soviet Astronomy 7 (1964) 566.
[58] R. H. Kraichnan, Inertial-range spectrum of hydromagnetic turbulence, Physics of Fluids 8 (1965) 1385-1387.
[59] B. Ratra, Cosmological 'seed' magnetic field from inflation, The Astrophysical Journal Letters 391 (1992) L1-L4.
[60] J. Martin and J. Yokoyama, Generation of large scale magnetic fields in single-field inflation, Journal of Cosmology and Astroparticle Physics 1 (2008) 25, [arXiv:0711.4307].
[61] V. Demozzi, V. Mukhanov, and H. Rubinstein, Magnetic fields from inflation?, Journal of Cosmology and Astroparticle Physics 2009 (2009) 025, [arXiv:0907.1030].
[62] T. Fujita and R. Durrer, Scale-invariant helical magnetic fields from inflation, Journal of Cosmology and Astroparticle Physics 2019 (2019) 008, [arXiv:1904.11428].
[63] D. Harari, S. Mollerach, E. Roulet, and F. Sánchez, Lensing of ultra-high energy cosmic rays in turbulent magnetic fields, Journal of High Energy Physics 2002 (2002) 045, [astro-ph/0202362].
[64] R. Alves Batista, A. Saveliev, G. Sigl, and T. Vachaspati, Probing Intergalactic Magnetic Fields with Simulations of Electromagnetic Cascades, Physical Review D 94 (2016) 083005, [arXiv:1607.00320].
[65] J. W. Armstrong, B. J. Rickett, and S. R. Spangler, Electron Density Power Spectrum in the Local Interstellar Medium, The Astrophysical Journal 443 (1995) 209.
[66] B. G. Elmegreen and J. Scalo, Interstellar Turbulence I: Observations and Processes, Annual Review of Astronomy and Astrophysics 42 (2004) 211-273, [astro-ph/0404451].
[67] B. Körtgen, N. Pingel, and N. Killerby-Smith, The spatial power spectrum and derived turbulent properties of isolated galaxies, Monthly Notices of the Royal Astronomical Society 505 (2021) 1972-1986, [arXiv:2105.06286].
[68] R. M. Kulsrud and E. G. Zweibel, On the origin of cosmic magnetic fields, Reports on Progress in Physics 71 (2008) 046901, [arXiv:0707. 2783].
[69] T. Vachaspati, Progress on cosmological magnetic fields, Reports on Progress in Physics 84 (2021) 074901, [arXiv:2010.10525].
[70] D. Ryu, D. R. G. Schleicher, R. A. Treumann, C. G. Tsagas, and L. M. Widrow, Magnetic Fields in the Large-Scale Structure of the Universe, Space Science Reviews 166 (2012) 1-35, [arXiv:1109.4055].
[71] S. P. O'Sullivan, M. Brüggen, F. Vazza, E. Carretti, N. T. Locatelli, C. Stuardi, V. Vacca, T. Vernstrom, G. Heald, C. Horellou, T. W. Shimwell, M. J. Hardcastle, C. Tasse, and H. Röttgering, New constraints on the magnetization of the cosmic web using LOFAR Faraday rotation observations, Monthly Notices of the Royal Astronomical Society 495 (2020) 2607-2619, [arXiv:2002.06924].
[72] F. Vazza, M. Brüggen, C. Gheller, S. Hackstein, D. Wittor, and P. M. Hinz, Simulations of extragalactic magnetic fields and of their observables, Classical and Quantum Gravity 34 (2017)

234001, [arXiv:1711.02669].
[73] T. Vernstrom, G. Heald, F. Vazza, T. J. Galvin, J. L. West, N. Locatelli, N. Fornengo, and E. Pinetti, Discovery of magnetic fields along stacked cosmic filaments as revealed by radio and X-ray emission, Monthly Notices of the Royal Astronomical Society 505 (2021) 4178-4196, [arXiv:2101.09331].
[74] A. Neronov and I. Vovk, Evidence for Strong Extragalactic Magnetic Fields from Fermi Observations of TeV Blazars, Science 328 (2010) 73, [arXiv:1006.3504].
[75] F. Tavecchio, G. Ghisellini, L. Foschini, G. Bonnoli, G. Ghirlanda, and P. Coppi, The intergalactic magnetic field constrained by Fermi/Large Area Telescope observations of the TeV blazar 1ES0229+200, Monthly Notices of the Royal Astronomical Society 406 (2010) L70-L74, [arXiv:1004.1329].
[76] C. D. Dermer, M. Cavadini, S. Razzaque, J. D. Finke, J. Chiang, and B. Lott, Time Delay of Cascade Radiation for TeV Blazars and the Measurement of the Intergalactic Magnetic Field, The Astrophysical Journal Letters 733 (2011) L21, [arXiv:1011.6660].
[77] J. D. Finke, L. C. Reyes, M. Georganopoulos, K. Reynolds, M. Ajello, S. J. Fegan, and K. McCann, Constraints on the Intergalactic Magnetic Field with Gamma-Ray Observations of Blazars, The Astrophysical Journal 814 (2015) 20, [arXiv:1510.02485].
[78] P. Veres, C. D. Dermer, and K. S. Dhuga, Properties of the Intergalactic Magnetic Field Constrained by Gamma-Ray Observations of Gamma-Ray Bursts, The Astrophysical Journal 847 (2017) 39, [arXiv:1705.08531].
[79] Fermi-LAT Collaboration, The Search for Spatial Extension in High-latitude Sources Detected by the Fermi Large Area Telescope, The Astrophysical Journal Supplement Series 237 (2018) 32, [arXiv:1804.08035].
[80] R. Alves Batista and A. Saveliev, Multimessenger Constraints on Intergalactic Magnetic Fields from the Flare of TXS 0506+056, The Astrophysical Journal Letters 902 (2020) L11, [arXiv:2009.12161].
[81] J. E. Forero-Romero, Y. Hoffman, S. Gottlöber, A. Klypin, and G. Yepes, A dynamical classification of the cosmic web, Monthly Notices of the Royal Astornomical Society" 396 (2009) 1815-1824, [arXiv:0809.4135].
[82] T. Kahniashvili and T. Vachaspati, Detection of magnetic helicity, Physical Review D 73 (2006) 063507, [astro-ph/0511373].
[83] R. Alves Batista and A. Saveliev, On the measurement of the helicity of intergalactic magnetic fields using ultra-high-energy cosmic rays, Journal of Cosmology and Astroparticle Physics 3 (2019) 011, [arXiv:1808.04182].
[84] G. Sigl, F. Miniati, and T. A. Ensslin, Ultrahigh energy cosmic rays in a structured and magnetized universe, Physical Review D 68 (2003) 043002, [astro-ph/0302388].
[85] K. Dolag, D. Grasso, V. Springel, and I. Tkachev, Mapping Deflections of Ultrahigh Energy Cosmic Rays in Constrained Simulations of Extraglactic Magnetic Fields, Soviet Journal of Experimental and Theoretical Physics Letters 79 (2004) 583-587, [astro-ph/0310902].
[86] S. Das, H. Kang, D. Ryu, and J. Cho, Propagation of Ultra-High-Energy Protons through the Magnetized Cosmic Web, The Astrophysical Journal 682 (2008) 29-38, [arXiv:0801.0371].
[87] R. Alves Batista and J. Silk, Ultrahigh-energy cosmic rays from tidally-ignited white dwarfs, Physical Review D 96 (2017) 103003, [arXiv:1702.06978].
[88] S. Hackstein, F. Vazza, M. Brüggen, J. G. Sorce, and S. Gottlöber, Simulations of ultra-high energy cosmic rays in the local Universe and the origin of cosmic magnetic fields, Monthly Notices of the Royal Astronomical Society 475 (2018) 2519-2529, [arXiv:1710.01353].
[89] R. Alves Batista, M.-S. Shin, J. Devriendt, D. Semikoz, and G. Sigl, Implications of strong intergalactic magnetic fields for ultrahigh-energy cosmic-ray astronomy, Physical Review D 96 (2017) 023010, [arXiv:1704.05869].
[90] M. Haverkorn, Magnetic Fields in the Milky Way, 407, 2015, in Magnetic Fields in Diffuse Media (A. Lazarian, E. M. de Gouveia Dal Pino, and C. Melioli, eds.). [arXiv:1406.0283].
[91] T. R. Jaffe, Practical Modeling of Large-Scale Galactic Magnetic Fields: Status and Prospects, Galaxies 7 (2019) 52, [arXiv:1904.12689].
[92] M. Unger and G. R. Farrar, Uncertainties in the Magnetic Field of the Milky Way, 301, 2017, in 35th International Cosmic Ray Conference (ICRC2017). [arXiv:1707.02339].
[93] M. Unger and G. Farrar, Progress in the Global Modeling of the Galactic Magnetic Field, 210,

2019, in European Physical Journal Web of Conferences. [arXiv:1901.04720].
[94] T. Steininger, T. A. Enßlin, M. Greiner, T. Jaffe, E. van der Velden, J. Wang, M. Haverkorn, J. R. Hörandel, J. Jasche, and J. P. Rachen, Inferring Galactic magnetic field model parameters using IMAGINE - An Interstellar MAGnetic field INference Engine, arXiv e-prints (2018) arXiv:1801.04341, [arXiv:1801.04341].
[95] T. R. Jaffe, K. M. Ferrière, A. J. Banday, A. W. Strong, E. Orlando, J. F. Macías-Pérez, L. Fauvet, C. Combet, and E. Falgarone, Comparing polarized synchrotron and thermal dust emission in the Galactic plane, Monthly Notices of the Royal Astronomical Society 431 (2013) 683-694, [arXiv:1302.0143].
[96] J. C. Brown, M. Haverkorn, B. M. Gaensler, A. R. Taylor, N. S. Bizunok, N. M. McClure-Griffiths, J. M. Dickey, and A. J. Green, Rotation Measures of Extragalactic Sources behind the Southern Galactic Plane: New Insights into the Large-Scale Magnetic Field of the Inner Milky Way, The Astrophysical Journal 663 (2007) 258-266, [arXiv:0704.0458].
[97] R. Jansson and G. R. Farrar, A New Model of the Galactic Magnetic Field, The Astrophysical Journal 757 (2012) 14, [arXiv:1204.3662].
[98] R. Jansson and G. R. Farrar, The Galactic Magnetic Field, The Astrophysical Journal Letters 761 (2012) L11, [arXiv:1210.7820].
[99] A. Shalchi, Nonlinear Cosmic Ray Diffusion Theories. Springer-Verlag, 2009.
[100] G. I. Taylor, Diffusion by Continuous Movements, Proceedings of the London Mathematical Society s2-20 (1922) 196-212,
[https://academic.oup.com/plms/article-pdf/s2-20/1/196/4349546/s2-20-1-196.pdf].
[101] M. S. Green, Brownian Motion in a Gas of Noninteracting Molecules, The Journal of Chemical Physics 19 (1951) 1036-1046.
[102] R. Kubo, Statistical-Mechanical Theory of Irreversible Processes. I, Journal of the Physical Society of Japan 12 (1957) 570-586.
[103] A. D. Fokker, Die mittlere Energie rotierender elektrischer Dipole im Strahlungsfeld, Annalen der Physik 348 (1914) 810-820.
[104] M. Planck, Über einen Satz der statistischen Dynamik und seine Erweiterung in der Quantentheorie, Sitzungsberichte der Preussischen Akademie der Wissenschaften zu Berlin 24 May 324-341.
[105] A. Kolmogorov, Über die analytischen methoden in der wahrscheinlichkeitsrechnung, Mathematische Annalen 104 (1931) 415-458.
[106] A. Sonzogni, NuDat, a Nuclear Structure and Decay Data Searchable Database, 27, 2004, in APS Division of Nuclear Physics Meeting Abstracts.
[107] A. A. Sonzogni, NuDat 2.0: Nuclear Structure and Decay Data on the Internet, 769, 2005, in International Conference on Nuclear Data for Science and Technology (R. C. Haight, M. B. Chadwick, T. Kawano, and P. Talou, eds.).
[108] H. Bethe and W. Heitler, On the Stopping of Fast Particles and on the Creation of Positive Electrons, Proceedings of the Royal Society of London Series A 146 (1934) 83-112.
[109] G. R. Blumenthal and R. J. Gould, Bremsstrahlung, Synchrotron Radiation, and Compton Scattering of High-Energy Electrons Traversing Dilute Gases, Reviews of Modern Physics 42 (1970) 237-271.
[110] H. Olsen, L. C. Maximon, and H. Wergeland, Theory of High-Energy Bremsstrahlung and Pair Production in a Screened Field, Physical Review 106 (1957) 27-46.
[111] H. Olsen and L. C. Maximon, Electron and Photon Polarization in Bremsstrahlung and Pair Production, Physical Review 110 (1958) 589-590.
[112] H. Olsen and L. C. Maximon, Photon and Electron Polarization in High-Energy Bremsstrahlung and Pair Production with Screening, Physical Review 114 (1959) 887-904.
[113] V. Berezinsky, A. Z. Gazizov, and S. I. Grigorieva, Dip in UHECR spectrum as signature of proton interaction with CMB, Physics Letters B 612 (2005) 147-153, [astro-ph/0502550].
[114] G. R. Blumenthal, Energy Loss of High-Energy Cosmic Rays in Pair-Producing Collisions with Ambient Photons, Physical Review D 1 (1970) 1596-1602.
[115] M. J. Chodorowski, A. A. Zdziarski, and M. Sikora, Reaction Rate and Energy-Loss Rate for Photopair Production by Relativistic Nuclei, The Astrophysical Journal 400 (1992) 181.
[116] G. T. Zatsepin and V. A. Kuz'min, Upper Limit of the Spectrum of Cosmic Rays, Soviet Journal of Experimental and Theoretical Physics Letters 4 (1966) 78.
[117] K. Greisen, End to the Cosmic-Ray Spectrum?, Physical Review Letters 16 (1966) 748-750.
[118] R. Alves Batista, On the cosmological propagation of high energy particles in magnetic fields. PhD thesis, 2015.
[119] K.-H. Kampert and M. Unger, Measurements of the cosmic ray composition with air shower experiments, Astroparticle Physics 35 (2012) 660-678, [arXiv:1201.0018].
[120] L. Morejon, A. Fedynitch, D. Boncioli, D. Biehl, and W. Winter, Improved photomeson model for interactions of cosmic ray nuclei, Journal of Cosmology and Astroparticle Physics 2019 (2019) 007, [arXiv:1904.07999].
[121] F. W. Stecker and M. H. Salamon, Photodisintegration of Ultra-High-Energy Cosmic Rays: A New Determination, The Astrophysical Journal 512 (1999) 521-526, [astro-ph/9808110].
[122] M. Danos and E. G. Fuller, Photonuclear Reactions, Annual Review of Nuclear and Particle Science 15 (1965) 29-66.
[123] E. Hayward, Photonuclear reactions, NBS Monograph 118, U.S. Department of Commerce. National Bureau of Standards, 1970
[124] J. L. Puget, F. W. Stecker, and J. H. Bredekamp, Photonuclear interactions of ultrahigh energy cosmic rays and their astrophysical consequences, The Astrophysical Journal 205 (1976) 638-654.
[125] E. Khan, S. Goriely, D. Allard, E. Parizot, T. Suomijärvi, A. J. Koning, S. Hilaire, and M. C. Duijvestijn, Photodisintegration of ultra-high-energy cosmic rays revisited, Astroparticle Physics 23 (2005) 191-201, [astro-ph/0412109].
[126] S. Goriely, S. Hilaire, and A. J. Koning, Improved predictions of nuclear reaction rates with the TALYS reaction code for astrophysical application, Astronomy and Astrophysics 487 (2008) 767-774, [arXiv:0806.2239].
[127] J. F. Soriano, L. A. Anchordoqui, and D. F. Torres, Photo-disintegration of ${ }^{4} \mathrm{He}$ on the cosmic microwave background is less severe than earlier thought, Physical Review D 98 (2018) 043001, [arXiv:1805.00409].
[128] LHCf Collaboration, Measurement of forward neutral pion transverse momentum spectra for $\sqrt{s}=7 \mathrm{TeV}$ proton-proton collisions at the LHC, Physical Review D 86 (2012) 092001, [arXiv:1205.4578].
[129] TOTEM Collaboration, Luminosity-Independent Measurement of the Proton-Proton Total Cross Section at $\sqrt{s}=8$ TeV, Physical Review Letters 111 (2013) 012001.
[130] TOTEM Collaboration, Evidence for non-exponential elastic proton-proton differential cross-section at low $|t|$ and $\sqrt{s}=8$ TeV by TOTEM, Nuclear Physics B 899 (2015) 527-546.
[131] ATLAS Collaboration, Measurement of the Inelastic Proton-Proton Cross Section at $\sqrt{s}=13$ TeV with the ATLAS Detector at the LHC, Physical Review Letters 117 (2016) 182002.
[132] ATLAS Collaboration, Measurement of the total cross section from elastic scattering in pp collisions at $\sqrt{s}=8 \mathrm{TeV}$ with the ATLAS detector, Physics Letters B 761 (2016) 158-178, [arXiv:1607.06605].
[133] LHCf Collaboration, Measurement of forward photon production cross-section in proton-proton collisions at $\sqrt{s}=\mathbf{1 3} \mathbf{~ T e V ~ w i t h ~ t h e ~ L H C f ~ d e t e c t o r , ~ P h y s i c s ~ L e t t e r s ~ B ~} 780$ (2018) 233-239, [arXiv:1703.07678].
[134] STAR Collaboration, Measurement of the central exclusive production of charged particle pairs in proton-proton collisions at $\sqrt{s}=200 \mathrm{GeV}$ with the STAR detector at RHIC, Journal of High Energy Physics 2020 (2020) 178.
[135] R. M. Baltrusaitis, G. L. Cassiday, J. W. Elbert, P. R. Gerhardy, S. Ko, E. C. Loh, Y. Mizumoto, P. Sokolsky, and D. Steck, Total proton-proton cross section at $\sqrt{s}=\mathbf{3 0} \mathbf{~ T e V}$, Physical Review Letters 52 (1984) 1380-1383.
[136] T. Wibig and D. Sobczynska, Proton-nucleus cross section at high energies, Journal of Physics G Nuclear Physics 24 (1998) 2037-2047, [hep-ph/9809494].
[137] T. Wibig, Very high energy proton-proton cross section, Physical Review D 79 (2009) 094008.
[138] Z. Plebaniak and T. Wibig, Extrapolation of proton-proton cross section to cosmic ray energies using geometrical model,
[139] E. Kafexhiu, F. Aharonian, A. M. Taylor, and G. S. Vila, Parametrization of gamma-ray production cross sections for $\mathbf{p} \mathbf{p}$ interactions in a broad proton energy range from the kinematic threshold to PeV energies, Physical Review D 90 (2014) 123014, [arXiv:1406.7369].
[140] A. K. Kohara, E. Ferreira, and T. Kodama, pp elastic scattering at LHC energies, European Physical Journal C 74 (2014) 3175.
[141] S. Ostapchenko, LHC data on inelastic diffraction and uncertainties in the predictions for longitudinal extensive air shower development, Physical Review D 89 (2014) 074009, [arXiv:1402.5084].
[142] R. J. Glauber and G. Matthiae, High-energy scattering of protons by nuclei, Nuclear Physics B 21 (1970) 135-157.
[143] S. Barshay, C. B. Dover, and J. P. Vary, Nucleus-nucleus cross sections and the validity of the factorization hypothesis at intermediate and high energies, Physical Review C 11 (1975) 360-369.
[144] L. Sihver, C. H. Tsao, R. Silberberg, T. Kanai, and A. F. Barghouty, Total reaction and partial cross section calculations in proton-nucleus ( $Z_{t} \leq 26$ ) and nucleus-nucleus reactions ( $Z_{p}$ and $Z_{t}<=26$ ), Physical Review C 47 (1993) 1225-1236.
[145] T. Sjöstrand, The PYTHIA event generator: Past, present and future, Computer Physics Communications 246 (2020) 106910, [arXiv:1907.09874].
[146] T. Sjöstrand, P. Edén, C. Friberg, L. Lönnblad, G. Miu, S. Mrenna, and E. Norrbin, High-energy-physics event generation with PYTHIA 6.1, Computer Physics Communications 135 (2001) 238-259, [hep-ph/0010017].
[147] C. Bierlich, S. Chakraborty, N. Desai, L. Gellersen, I. Helenius, P. Ilten, L. Lönnblad, S. Mrenna, S. Prestel, C. T. Preuss, T. Sjöstrand, P. Skands, M. Utheim, and R. Verheyen, A comprehensive guide to the physics and usage of PYTHIA 8.3, arXiv e-prints (2022) arXiv:2203.11601, [arXiv:2203.11601].
[148] M. Bähr, S. Gieseke, M. A. Gigg, D. Grellscheid, K. Hamilton, O. Latunde-Dada, S. Plätzer, P. Richardson, M. H. Seymour, A. Sherstnev, and B. R. Webber, Herwig++ physics and manual, European Physical Journal C 58 (2008) 639-707, [arXiv:0803.0883].
[149] J. Bellm, S. Gieseke, D. Grellscheid, S. Plätzer, M. Rauch, C. Reuschle, P. Richardson, P. Schichtel, M. H. Seymour, A. Siódmok, A. Wilcock, N. Fischer, M. A. Harrendorf, G. Nail, A. Papaefstathiou, and D. Rauch, Herwig 7.0/Herwig++ 3.0 release note, European Physical Journal C 76 (2016) 196, [arXiv:1512.01178].
[150] J. Bellm, G. Bewick, S. Ferrario Ravasio, S. Gieseke, D. Grellscheid, P. Kirchgaeßer, F. Loshaj, M. R. Masouminia, G. Nail, A. Papaefstathiou, S. Plätzer, R. Podskubka, M. Rauch, C. Reuschle, P. Richardson, P. Schichtel, M. H. Seymour, A. Siódmok, and S. Webster, Herwig 7.2 release note, European Physical Journal C 80 (2020) 452, [arXiv: 1912.06509].
[151] T. Gleisberg, S. Höche, F. Krauss, M. Schönherr, S. Schumann, F. Siegert, and J. Winter, Event generation with SHERPA 1.1, Journal of High Energy Physics 2009 (2009) 007, [arXiv:0811.4622].
[152] T. Pierog, I. Karpenko, J. M. Katzy, E. Yatsenko, and K. Werner, EPOS LHC: Test of collective hadronization with data measured at the CERN Large Hadron Collider, Physical Review C 92 (2015) 034906, [arXiv:1306.0121].
[153] S. Ostapchenko, QGSJET-II: towards reliable description of very high energy hadronic interactions, Nuclear Physics B Proceedings Supplements 151 (2006) 143-146, [hep-ph/0412332].
[154] S. Ostapchenko, Monte Carlo treatment of hadronic interactions in enhanced Pomeron scheme: QGSJET-II model, Physical Review D 83 (2011) 014018, [arXiv:1010.1869].
[155] S. Ostapchenko, QGSJET-III model: physics and preliminary results, 208, 2019, in European Physical Journal Web of Conferences.
[156] E.-J. Ahn, R. Engel, T. K. Gaisser, P. Lipari, and T. Stanev, Cosmic ray interaction event generator SIBYLL 2.1, Physical Review D 80 (2009) 094003, [arXiv:0906.4113].
[157] F. Riehn, R. Engel, A. Fedynitch, T. K. Gaisser, and T. Stanev, Hadronic interaction model SIBYLL 2.3d and extensive air showers, Physical Review D 102 (2020) 063002, [arXiv:1912.03300].
[158] T. Kamae, N. Karlsson, T. Mizuno, T. Abe, and T. Koi, Parameterization of $\gamma, \mathbf{e}^{+/-}$, and Neutrino Spectra Produced by p-p Interaction in Astronomical Environments, The Astrophysical Journal 647 (2006) 692-708, [astro-ph/0605581].
[159] S. R. Kelner, F. A. Aharonian, and V. V. Bugayov, Energy spectra of gamma rays, electrons, and neutrinos produced at proton-proton interactions in the very high energy regime, Physical Review D 74 (2006) 034018, [astro-ph/0606058].
[160] S. Koldobskiy, M. Kachelrieß, A. Lskavyan, A. Neronov, S. Ostapchenko, and D. V. Semikoz, Energy spectra of secondaries in proton-proton interactions, Physical Review D 104 (2021) 123027, [arXiv:2110.00496].
[161] G. Breit and J. A. Wheeler, Collision of Two Light Quanta, Physical Review 46 (1934) 1087-1091.
[162] A. H. Compton, A Quantum Theory of the Scattering of X-rays by Light Elements, Physical Review 21 (1923) 483-502.
[163] R. H. Stuewer, The Compton effect. Turning points in physics. Science History Publications, 1975.
[164] S. Lee, Propagation of extragalactic high energy cosmic and $\gamma$ rays, Physical Review D 58 (1998) 043004, [astro-ph/9604098].
[165] A. A. Zdziarski, Saturated Pair-Photon Cascades on Isotropic Background Photons, The Astrophysical Journal 335 (1988) 786.
[166] H. Cheng and T. T. Wu, Cross Sections for Two-Pair Production at Infinite Energy, Physical Review D 2 (1970) 2103-2104.
[167] R. W. Brown, W. F. Hunt, K. O. Mikaelian, and I. J. Muzinich, Role of $\gamma+\gamma \rightarrow e^{-}+e^{+}$in Photoproduction, Colliding Beams, and Cosmic Photon Absorption, Physical Review D 8 (1973) 3083-3102.
[168] S. V. Demidov and O. E. Kalashev, Double pair production by ultra-high-energy cosmic ray photons, Soviet Journal of Experimental and Theoretical Physics 108 (2009) 764-769, [arXiv:0812.0859].
[169] A. Borsellino, Sulle coppie di elettroni create da raggi $\gamma$ in presenza di elettroni, II Nuovo Cimento 4 (1947) 112-130.
[170] E. Haug, Bremsstrahlung and pair production in the field of free electrons., Zeitschrift Naturforschung Teil A 30 (1975) 1099-1113.
[171] B. Pontecorvo, Mesonium and Antimesonium, Soviet Journal of Experimental and Theoretical Physics 6 (1958) 429.
[172] Z. Maki, M. Nakagawa, and S. Sakata, Remarks on the Unified Model of Elementary Particles, Progress of Theoretical Physics 28 (1962) 870-880.
[173] B. Pontecorvo, Neutrino Experiments and the Problem of Conservation of Leptonic Charge, Soviet Journal of Experimental and Theoretical Physics 26 (1968) 984.
[174] Super-Kamiokande Collaboration, Evidence for Oscillation of Atmospheric Neutrinos, Physical Review Letters 81 (1998) 1562-1567, [hep-ex/9807003].
[175] SNO Collaboration, Measurement of the Rate of $\nu_{e}+\mathbf{d}->\mathbf{p}+\mathbf{p}+\mathbf{e}^{-}$Interactions Produced by ${ }^{8}$ B Solar Neutrinos at the Sudbury Neutrino Observatory, Physical Review Letters 87 (2001) 071301, [nucl-ex/0106015].
[176] M. S. Longair, High Energy Astrophysics. Cambridge University Press, Cambridge, United Kingdom, 3rd ed., 2011.
[177] J. P. Vallée, Magnetic fields in the galactic Universe, as observed in supershells, galaxies, intergalactic and cosmic realms, New Astronomy Reviews 55 (2011) 91-154.
[178] A. Mücke and R. J. Protheroe, A proton synchrotron blazar model for flaring in Markarian 501, Astroparticle Physics 15 (2001) 121-136, [astro-ph/0004052].
[179] I. Liodakis and M. Petropoulou, Proton Synchrotron Gamma-Rays and the Energy Crisis in Blazars, The Astrophysical Journal Letters 893 (2020) L20, [arXiv:2003.10460].
[180] J. R. Jokipii, Cosmic-Ray Propagation. I. Charged Particles in a Random Magnetic Field, The Astrophysical Journal 146 (1966) 480.
[181] J. R. Jokipii and E. N. Parker, Stochastic Aspects of Magnetic Lines of Force with Application to Cosmic-Ray Propagation, The Astrophysical Journal 155 (1969) 777.
[182] J. Giacalone and J. R. Jokipii, The Transport of Cosmic Rays across a Turbulent Magnetic Field, The Astrophysical Journal 520 (1999) 204-214.
[183] C. D. T. Runge, über die numerische auflösung von differentialgleichungen, Mathematische Annalen 46 (1895) 167-178.
[184] W. Kutta, Beitrag zur näherungsweisen integration totaler differentialgleichungen, Zeitschrift für Mathematik und Physik 46 (1901) 435.
[185] J. R. Cash and A. H. Karp, A variable order runge-kutta method for initial value problems with rapidly varying right-hand sides, ACM Transactions on Mathematical Software 16 (1990) 201-222.
[186] J. P. Boris and R. A. Shanny, eds., Proceedings: Fourth Conference on Numerical Simulation of Plasmas, Naval Research Laboratory, 1972.
[187] H. Qin, S. Zhang, J. Xiao, J. Liu, Y. Sun, and W. M. Tang, Why is Boris algorithm so good?, Physics of Plasmas 20 (2013) 084503.
[188] P. Reichherzer, J. Becker Tjus, E. G. Zweibel, L. Merten, and M. J. Pueschel, Turbulence-level
dependence of cosmic ray parallel diffusion, Monthly Notices of the Royal Astronomical Society 498 (2020) 5051-5064, [arXiv:1910.07528].
[189] V. Volokitin, A. Bashinov, E. Efimenko, A. Gonoskov, and I. Meyerov, High Performance Implementation of Boris Particle Pusher on DPC++. A First Look at oneAPI, arXiv e-prints (2021) arXiv:2104.04579, [arXiv:2104.04579].
[190] C. K. Birdsall and A. B. Langdon, Plasma Physics via Computer Simulation. CRC Press, 1st ed., 1991.
[191] L. Merten, J. Becker Tjus, H. Fichtner, B. Eichmann, and G. Sigl, CRPropa 3.1—a low energy extension based on stochastic differential equations, Journal of Cosmology and Astroparticle Physics 2017 (2017) 046, [arXiv:1704.07484].
[192] R. Aloisio and V. S. Berezinsky, Anti-GZK Effect in Ultra-High-Energy Cosmic Ray Diffusive Propagation, The Astrophysical Journal 625 (2005) 249-255, [astro-ph/0412578].
[193] V. Berezinsky and A. Z. Gazizov, Diffusion of Cosmic Rays in the Expanding Universe. I., The Astrophysical Journal 643 (2006) 8-13, [astro-ph/0512090].
[194] R. Alves Batista and G. Sigl, Diffusion of cosmic rays at EeV energies in inhomogeneous extragalactic magnetic fields, Journal of Cosmology and Astroparticle Physics 11 (2014) 31, [arXiv:1407.6150].
[195] J. Heinze, A. Fedynitch, D. Boncioli, and W. Winter, A New View on Auger Data and Cosmogenic Neutrinos in Light of Different Nuclear Disintegration and Air-shower Models, The Astrophysical Journal 873 (2019) 88, [arXiv:1901.03338].
[196] J. Heinze, Ultra-high-energy cosmic-ray nuclei and neutrinos in models of gamma-ray bursts and extragalactic propagation. PhD thesis, Humboldt-Universität zu Berlin, 2020.
[197] O. E. Kalashev and E. Kido, Simulations of ultra-high-energy cosmic rays propagation, Soviet Journal of Experimental and Theoretical Physics 120 (2015) 790-797, [arXiv:1406.0735].
[198] E. Armengaud, G. Sigl, T. Beau, and F. Miniati, CRPropa: A numerical tool for the propagation of UHE cosmic rays, $\gamma$-rays and neutrinos, Astroparticle Physics 28 (2007) 463-471,
[astro-ph/0603675].
[199] E. Armengaud, G. Sigl, T. Beau, and F. Miniati, "CRPropa: Numerical tool for the propagation of UHE cosmic rays, gamma-rays and neutrinos." 2014.
[200] R. Alves Batista, A. Dundovic, M. Erdmann, K.-H. Kampert, D. Kuempel, G. Müller, G. Sigl, A. van Vliet, D. Walz, and T. Winchen, CRPropa 3 - a public astrophysical simulation framework for propagating extraterrestrial ultra-high energy particles, Journal of Cosmology and Astroparticle Physics 5 (2016) 038, [arXiv:1603.07142].
[201] R. Alves Batista, J. Becker Tjus, J. Dörner, A. Dundovic, B. Eichmann, A. Frie, C. Heiter, M. R. Hoerbe, K.-H. Kampert, L. Merten, G. Müller, P. Reichherzer, A. Saveliev, L. Schlegel, G. Sigl, A. van Vliet, and T. Winchen, CRPropa 3.2 - an advanced framework for high-energy particle propagation in extragalactic and galactic spaces, Journal of Cosmology and Astroparticle Physics 09 (2022) 035, [arXiv:2208.00107].
[202] R. Alves Batista, A. Dundovic, M. Erdmann, K.-H. Kampert, D. Kuempel, G. Müller, G. Sigl, A. van Vliet, D. Walz, and T. Winchen, "CRPropa3: Simulation framework for propagating extraterrestrial ultra-high energy particles." 2022.
[203] R. Aloisio, D. Boncioli, A. F. Grillo, S. Petrera, and F. Salamida, SimProp: a simulation code for ultra high energy cosmic ray propagation, Journal of Cosmology and Astroparticle Physics 2012 (2012) 007, [arXiv:1204. 2970].
[204] R. Aloisio, D. Boncioli, A. di Matteo, A. F. Grillo, S. Petrera, and F. Salamida, SimProp v2r4: Monte Carlo simulation code for UHECR propagation, Journal of Cosmology and Astroparticle Physics 2017 (2017) 009, [arXiv:1705.03729].
[205] E. Amato and P. Blasi, Cosmic ray transport in the Galaxy: A review, Advances in Space Research 62 (2018) 2731-2749, [arXiv:1704.05696].
[206] J. Becker Tjus and L. Merten, Closing in on the origin of Galactic cosmic rays using multimessenger information, Physics Reports 872 (2020) 1-98, [arXiv:2002.00964].
[207] K. Fang and A. V. Olinto, High-energy Neutrinos from Sources in Clusters of Galaxies, The Astrophysical Journal 828 (2016) 37, [arXiv:1607.00380].
[208] K. Fang and K. Murase, Linking high-energy cosmic particles by black-hole jets embedded in large-scale structures, Nature Physics 14 (2018) 396-398, [arXiv:1704.00015].
[209] S. Hussain, R. Alves Batista, E. M. de Gouveia Dal Pino, and K. Dolag, High-energy neutrino production in clusters of galaxies, Monthly Notices of the Royal Astronomical Society 507 (2021)

1762-1774, [arXiv:2101.07702].
[210] S. Hussain, R. Alves Batista, E. M. de Gouveia Dal Pino, and K. Dolag, The Diffuse Gamma-Ray Flux from Clusters of Galaxies, Nature Communications 14 (2023) 2486, [arXiv:2203.01260].
[211] A. W. Strong, I. V. Moskalenko, T. A. Porter, G. Jóhannesson, E. Orlando, and S. W. Digel, "GALPROP: Code for Cosmic-ray Transport and Diffuse Emission Production." 2010.
[212] T. A. Porter, G. Jóhannesson, and I. V. Moskalenko, The GALPROP Cosmic-ray Propagation and Nonthermal Emissions Framework: Release v57, The Astrophysical Journal Supplement Series 262 (2022) 30, [arXiv:2112.12745].
[213] L. Maccione, C. Evoli, D. Gaggero, and D. Grasso, "DRAGON: Galactic Cosmic Ray Diffusion Code." 2011.
[214] C. Evoli, D. Gaggero, A. Vittino, G. Di Bernardo, M. Di Mauro, A. Ligorini, P. Ullio, and D. Grasso, Cosmic-ray propagation with DRAGON2: I. numerical solver and astrophysical ingredients, Journal of Cosmology and Astroparticle Physics 2017 (2017) 015, [arXiv:1607.07886].
[215] C. Evoli, D. Gaggero, A. Vittino, M. Di Mauro, D. Grasso, and M. N. Mazziotta, Cosmic-ray propagation with DRAGON2: II. Nuclear interactions with the interstellar gas, Journal of Cosmology and Astroparticle Physics 2018 (2018) 006, [arXiv:1711.09616].
[216] R. Kissmann, PICARD: A novel code for the Galactic Cosmic Ray propagation problem, Astroparticle Physics 55 (2014) 37-50, [arXiv:1401.4035].
[217] M. Kachelriess, S. Ostapchenko, and R. Tomas, "ELMAG: Simulation of Electromagnetic Cascades." 2011.
[218] M. Kachelrieß, S. Ostapchenko, and R. Tomàs, ELMAG: A Monte Carlo simulation of electromagnetic cascades on the extragalactic background light and in magnetic fields, Computer Physics Communications 183 (2012) 1036-1043, [arXiv:1106.5508].
[219] M. Blytt, M. Kachelrieß, and S. Ostapchenko, ELMAG 3.01: A three-dimensional Monte Carlo simulation of electromagnetic cascades on the extragalactic background light and in magnetic fields, Computer Physics Communications 252 (2020) 107163, [arXiv:1909.09210].
[220] T. Fitoussi, R. Belmont, J. Malzac, A. Marcowith, J. Cohen-Tanugi, and P. Jean, Physics of cosmological cascades and observable properties, Monthly Notices of the Royal Astronomical Society 466 (2017) 3472-3487, [arXiv:1701.00654].
[221] M. Settimo and M. De Domenico, Propagation of extragalactic photons at ultra-high energy with the EleCa code, Astroparticle Physics 62 (2015) 92-99, [arXiv:1311.6140].
[222] C. Blanco, $\gamma$-cascade: a simple program to compute cosmological gamma-ray propagation, Journal of Cosmology and Astroparticle Physics 2019 (2019) 013, [arXiv:1804.00005].
[223] R. Alves Batista, M. Erdmann, C. Evoli, K.-H. Kampert, D. Kuempel, G. Müller, P. Schiffer, G. Sigl, A. van Vliet, D. Walz, and T. Winchen, CRPropa 3.0 - a Public Framework for Propagating UHE Cosmic Rays through Galactic and Extragalactic Space, 2013, in Proceedings of the 33rd International Cosmic Ray Conference. [arXiv:1307.2643].
[224] R. Alves Batista, M. Erdmann, C. Evoli, K.-H. Kampert, D. Kuempel, G. Müller, G. Sigl, A. van Vliet, D. Walz, and T. Winchen, CRPropa: A public framework to propagate UHECRs in the universe, European Physical Journal Web of Conferences, 99, 2015. [arXiv:1411.2259].
[225] G. Case and D. Bhattacharya, Revisiting the galactic supernova remnant distribution., Astronomy and Astrophysics Supplement 120 (1996) 437-440.
[226] P. Blasi and E. Amato, Diffusive propagation of cosmic rays from supernova remnants in the Galaxy. I: spectrum and chemical composition, Journal of Cosmology and Astroparticle Physics 2012 (2012) 010, [arXiv:1105.4521].
[227] Planck Collaboration, Planck 2015 results. XIII. Cosmological parameters, Astronomy and Astrophysics 594 (2016) A13, [arXiv:1502.01589].
[228] A. Mücke, R. Engel, J. P. Rachen, R. J. Protheroe, and T. Stanev, Monte Carlo simulations of photohadronic processes in astrophysics, Computer Physics Communications 124 (2000) 290-314, [astro-ph/9903478].
[229] A. Reimer, R. Engel, J. P. Rachen, R. J. Protheroe, and T. Stanev, "SOPHIA: Simulations Of Photo Hadronic Interactions in Astrophysics." 2014.
[230] G. Sigl, Simulating Ultra-High Energy Nuclei Propagation with CRPropa, 6, 2011, in International Cosmic Ray Conference.
[231] N. Nierstenhoefer, On the Origin and Propagation of Ultra-High Energy Cosmic Rays: measurements and prediction techniques. PhD thesis, Bergische Universität Wuppertal, 2011.
[232] J. Rachen, Interaction Processes and Statistical Properties of the Propagation of Cosmic Rays in Photon Backgrounds. PhD thesis, University of Bonn, 1996.
[233] L. A. Kulchitskii, Y. M. Volkov, J. P. Ostriker, and V. I. Ogurtsov, Energy levels of ${ }^{7}$ Li observed in its photoemission, Izvestiya Rossiiskoi Akademii Nauk. Seriya Fizicheskaya 27 (1963) 1412.
[234] V. V. Varlamov, Photonuclear data. photodisintegration of lithium. evaluated cross sections of channels and reactions, tech. rep., Moscow State University, Moscow, Russia, 1986.
[235] M. V. Kossov, Approximation of photonuclear interaction cross-sections, European Physical Journal A 14 (2002) 377-392.
[236] J. Ahrens, The total absorption of photons by nuclei, Nuclear Physics A 446 (1985) 229-239.
[237] A. J. Koning, S. Hilaire, and M. C. Duijvestijn, TALYS: Comprehensive Nuclear Reaction Modeling, 769, 2005, in International Conference on Nuclear Data for Science and Technology (R. C. Haight, M. B. Chadwick, T. Kawano, and P. Talou, eds.).
[238] A. J. Koning and D. Rochman, Modern Nuclear Data Evaluation with the TALYS Code System, Nuclear Data Sheets 113 (2012) 2841-2934.
[239] A. J. Koning, D. Rochman, and S. C. van der Marck, Extension of TALYS to $\mathbf{1}$ GeV, Nuclear Data Sheets 118 (2014) 187-190.
[240] C. Heiter, Production and propagation of ultra-high energy photons with crpropa 3., Master's thesis, Rheinisch-Westfälischen Technischen Hochschule Aachen, 2016.
[241] C. Heiter, D. Kuempel, D. Walz, and M. Erdmann, Production and propagation of ultra-high energy photons using CRPropa 3, Astroparticle Physics 102 (2018) 39-50, [arXiv:1710.11406].
[242] R. Alves Batista, A. Saveliev, and E. M. de Gouveia Dal Pino, The Impact of Plasma Instabilities on the Spectra of TeV Blazars, Monthly Notices of the Royal Astronomical Society 489 (2019) 3836, [arXiv:1904.13345].
[243] A. E. Broderick, P. Chang, and C. Pfrommer, The Cosmological Impact of Luminous TeV Blazars. I. Implications of Plasma Instabilities for the Intergalactic Magnetic Field and Extragalactic Gamma-Ray Background, The Astrophysical Journal 752 (2012) 22, [arXiv:1106.5494].
[244] F. Miniati and A. Elyiv, Relaxation of Blazar-induced Pair Beams in Cosmic Voids, The Astrophysical Journal 770 (2013) 54, [arXiv:1208.1761].
[245] R. Schlickeiser, D. Ibscher, and M. Supsar, Plasma Effects on Fast Pair Beams in Cosmic Voids, The Astrophysical Journal 758 (2012) 102.
[246] L. Sironi and D. Giannios, Relativistic Pair Beams from TeV Blazars: A Source of Reprocessed GeV Emission rather than Intergalactic Heating, The Astrophysical Journal 787 (2014) 49, [arXiv:1312.4538].
[247] S. Vafin, I. Rafighi, M. Pohl, and J. Niemiec, The Electrostatic Instability for Realistic Pair Distributions in Blazar/EBL Cascades, The Astrophysical Journal 857 (2018) 43, [arXiv:1803.02990].
[248] J. von Neumann, Various techniques used in connection with random digits, in The Monte Carlo Method (A. S. Householder, G. E. Forsythe, and H. H. Germond, eds.), vol. 12, pp. 36-38. National Bureau of Standards, Applied Mathematics Series, 1951.
[249] D. H. Lehmer, Mathematical models in large-scale computing units, The Annals of the Computation Laboratory of Harvard University, XXVI, 141-146, 1951, in Proceedings of 2nd Symposium on Large-Scale Digital Calculating Machinery, Harvard University Press.
[250] W. E. Thomson, A Modified Congruence Method of Generating Pseudo-random Numbers, The Computer Journal 1 (1958) 83-83,
[https://academic.oup.com/comjnl/article-pdf/1/2/83/1175362/010083.pdf].
[251] A. Rotenberg, A new pseudo-random number generator, J. ACM 7 (1960) 75-77.
[252] M. Matsumoto and T. Nishimura, Mersenne twister: A 623-dimensionally equidistributed uniform pseudo-random number generator, ACM Transactions on Modeling and Computer Simulation 8 (1998) 3-30.


[^0]:    ${ }^{1}$ This is motivated by the fact that in electromagnetism Gaussian units are not rationalised, removing $4 \pi$ factors from where they belong (like Coulomb's law). While Gaussian units sometimes make the equations look simpler, the degree of confusion it causes should have made people abandon it altogether. I failt to see how this has not yet happened.

[^1]:    ${ }^{2}$ This is, indeed, a very common misconception that pervades the literature, especially works on UHECRs.

[^2]:    ${ }^{3}$ This assertion can be proven by demonstrating the existence of another reference frame where the electric field $\vec{E}$ is null, by performing a Lorentz transformation. This follows immediately from the principle of relativity, which states that all non-inertial frames are equivalent, such the rest frame of the particle in motion can be chosen.

[^3]:    ${ }^{4}$ Note that here I employ S.I. units, throughout, whereas Shalchi [99] uses Gaussian cgs units. This introduces a few differences, in particular in the definition of the gyrofrequency.

[^4]:    ${ }^{5}$ Formally, the pitch angle is $\phi_{p}$, but for simplicity $\mu \equiv \cos \phi_{p}$ will also be used to refer to the pitch angle, interchangeably. The meaning can be implied from the context.

[^5]:    ${ }^{6}$ https://www.nndc.bnl.gov/nudat3/

[^6]:    ${ }^{7}$ Screening effects can be understood by envisioning a nucleus gathering $A$ protons and neutrons in total. The

[^7]:    ${ }^{8}$ See ref. [145] for a historical overview of this widely-used event generator.

[^8]:    ${ }^{9}$ This terminology is not found elsewhere in the literature. In principle, there is no such thing as an intrinsic eigenstate, since any basis can be chosen to describe the same phenomenon. Depending on one's philosophical inclinations, what I am calling intrinsic eigenstates can have an ontological meaning, with direct correspondence with real-world entities. However, for the purposes of this discussion it suffices to understand these states as the eigenstates of the free Hamiltonian.
    ${ }^{10}$ Once again, I make up a nomenclature that is not usually found in the literature, propagation eigenstate. This refers to the states represented in a basis convenient for describing what is actually observed after the particle, which is a quantum superposition of states, travelled a certain distance.

[^9]:    ${ }^{11}$ Sometimes the mass eigenstates are referred to as physical eigenstates. I prefer to avoid such terminology, due to the philosophical implications of the word 'physical'. There is no guarantee that the mass eigenstates have direct correspondence to what really exists in reality. In fact, what we call neutrinos might simply be a manifestation of other yet-unknown phenomenon which, in this view, would be even more "physical".

[^10]:    ${ }^{12}$ WWW.swig. org
    13 WWW. openmp. org

[^11]:    ${ }^{14}$ Actually, it is not the charge but the atomic number of a cosmic ray.

[^12]:    ${ }^{15}$ https://github.com/CRPropa/CRPropa3-data

[^13]:    ${ }^{16}$ https://github.com/rafaelab/grplinst/

